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C~APT.E~ ,,-OUR 

Theory oJ Probability 

4·1. Introduction. I( an e'xperimept is ,repeated under essentially 
homo.geneous and similar conditio.ns we generally co.me, across two. types o.f 
situatio.ns: 

(i) The result o.r what is usually kno.wn as-the 'O.utccUI'Ie' is UIliijue o.r certain. 
(ii) The result is no.t unique but may be o.ne o.f the several possible o.utco.mes. 
The pheno.mena cov~re4 by.Jj) are kno.wn as 'deterministic' or 'predictable' 

pheno.mena By a deterministic pheno.meno.n we m.ean:o.n~ ill whi~1\ ltle result, can 
be predicted with certainty. Fo.r example: 

(a) Fo.r a_~d~t g~, 
1 , 

V oc: p I.e., PV = constant, 

provided the temperature temairi~ the·same. 
(b) The velocity 'v' o.f a:particle after. time 't ' is given by 

v = u +at 
where u is the initial velocity and a is the acc~leratio.n. Thisequatio.n uniquely 
determines v if the.light-hand quantitie~)81'e kno.wn. 

( )Oh ,- La" . C'£ c ms w, VIZ., = ii 
where C is the flow o.f current, E-the potential difference.between the two. ends.o.f 
the conductor and R the resistance, uniquely determines the vallie C as soon as E 
and R are'given: 

A deterministic model is defined as a model which stipulates' that the co.ndi­
tions under which an experiment is perfo.rmed determine the o.utco.me o.f the 
experiment Fo.r a number o.f situatio.ns the deterministic modeitsuffices. Ho.wevef, 
there are pheno.mena [as covered by (U) above] -which do. no.t leml themselves to 
deterministic approach and are kno.wn as 'unpred,ctable' or 'probabilistic' 
pheno.mena. Fo.r ex~,ple l ' 

(i) In tossing o.f a co.in o.ne is not sUre if a head o.r tail wiD- be obtained. 
(Ii) If a light ture has' lasted for I ho.urs, no.thing can be said atiout its further 

life. It may fail to. function any mo.ment 
In such cases we talk o.f chanceo.r pro.babilitY which is't8J(en to'be il quantitative 

measure o.f certaioty. 
4·2. Short· History. Galileo (1564-1642), an Italian m'athematic~, was the 

first to attempt at a quantitative'measure o.fpro.bability while dealing with some 
problems related to the theory o.f dice in gambiing. Bul the flfSt fo.undatio.n o.f the 
mathematical theory ifprobabilily was laid in the mid-seventeenth century by lwo. 
French mathematicians, B. Pascal (1623-1662) andP. Fermat (1601-1665), while. 
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4·2 Fundamentals of Mathematical Statistics I 
solving a number of problems posed by French gambler and noble man Chevalier­
De-Mere to Pascal. The famous 'problem of points' posed by De-Mere to Pascal 
is : "Two persons playa game of chance. The person who ftrst gains a certain 
number of pOints wins the stake. They stop playing before the game is completed. 
How is,th~ stake to be decided on the.basis of the number of points each has won?" 
The two mathematicians after a lengthy correspondence between themselves 
ultimately solved this problem and dfis correspondence laid the fust foundation of 
the science of'probability. Next stalwart in this fteld was J .. Bernoulli (1654-1705) 
whose 'Treatise on Probability' was publiShed posthwnously by his nephew N. 
Bernoulli in 1719. De"Moivre (1667-1754) also did considerable work in this field 
and published his famous 'Doctrine of Chances' in 1718. Other.:main contributors 
ai'e: T. Bayes (Inverse probability),P.S. Laplace (1749-1827) who after extensive 
research over a number of ·years ftnally published 'Theoric analytique des prob­
abilities' in 1812. In addition 10 these, other outstanding cOntributors are Levy, 
Mises and R.A. Fisher. 

Russian mathematicians also have made very valuable contribUtions to the 
modem theory of probability. Chief contributors, to mention only a few of them 
are,: Chebyshev (1821-94) who foUnded the Russian School of Statisticians; 
A. Markoff (1856-1922); Liapounoff (Central Limit Theorem); A. Khintchine 
(law of Large Numbers) and A. Kolmogorov, who axibmi.sed the 'calculus of 
probability. . 

4·3. DefinitionsorVariousTerms. In this section we wiUdefane and explain 
the various tenns which are used in the'definition of probability. 

Trial and Event. Consider an experiment w~.ich, though repeated under 
essentially identical conditions, does not give unique results but may result in any 
one of the several possible outcomes.The experiment is known as a triafand the 
outcomes are known as events or casts. For example: 

(i) Throwing of a die is a trial and getting l(or 2 or 3, ... or 6) i~'an event 
(ii) Tossing of a coin is a trial and getting head (H) or tail (T) is an event 

'(iii) Omwing two cards from a pack of well-shuffled· cards is a.trial.and 
getting a .. iqng and a q~n are events. 

Exhaustiye Events. The !ptal number of possible outcomes in ~y trial ~ 
known il$ exhaustive events or ~ltaustive cases. For exampl~ : 

(;) II) tossing of a coin there are two exhaustive cases, viz., head and. tai1[ 
(the possibiljty of the co~ ~tanding on an edge being ignOred). 

(ii) In throwing of a die, there are six, ~xhaustive cases since anyone of the 
6 faces 1,2, ... ,6 may come uppermost. 

(iii) In draw!ng two cards from a pack of cards the ~x~.austive nwnberO( 
cases is 'lCZ, since 2 cards can be dmwn out of 52 cards in ,zCz ways. ~ 

(iv) In tlu'9wing of ~o dice, the exhaustive number of cases is 62 = 36, 
since any of the 6 numbers 1.1.Q 6 on. the fustdie.can be associated with any oftbr 
six numbers on th~ other die. 
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In general in tI1rowing of n dice th~ exhaustive number 9f cases is 6A
• 

Favourable Events or Cases. The number of cases favourable to an event'in 
a ttial is the number of outcomes which entail the happening of the event For 
~ample, 

(i) In drawing a card from a pack of cards'the number of cases favourable 
to dra\,Ving of an ace is 4, for drawing a spade ~ 13 and for dr~wing a red card is 
26. 

(ii) In throwing ot'two dice, the number of cases favourable to getting the 
sum 5 is : (1,4) (4,1) (2,3) (3,2), i.e., 4. 

Mutually exclusive events. 'Events are said 'to be mutually exclusive or 
incompatible jf the happeJ:li~g of anyone of them precludes the happening of all 
the others (i.e., if no two Or mOre of them can happen simultarleousIy in the same. 
u:iaI;-For example: 

(i) In throwing a die all tl)e 6 faces'numbered 1 to 6 are mutually exclu­
sive since if anyone of these faces comes, ,the possibility of otliers, in the same 
uial, is ruled out 

(a) Similarly in tossing it roih the events head and tail are mutually exclu­
sive. 

Equally likely events. Outcomes of a trial are set to be equally likely if taking 
into consideration all the 'relevant evidenc~ .. there is no reason to expect one in 
preference-to the others. For example w 

(i) In tossing an·unbiased or unifonn com, head or tail ate ~uatly likely 
events. • 

(a) In throwing an unbiased die, all the six faces are equally likely to'come. 
Independent events. Several ev.ents are said 'to be indepeildtnt if the 

happening (or non-happening) of an 'event is 'not affected by the ~..w.lementary 
knowledge concerning the occurrence of any n\llllbet: of the remaining events. For 
example 

. (i) In tossing .. an un1;>iased cpin the event of.g~tin,g Jl head in the flrSt toss 
is independent of getting a head,in the s~nd, third and subsequent throws. 

(ii) ~f we draw a card from ,a ~lc of well-shuffled cards apd.replace it 
before dr!lwing. the secQnd card, th~ trsult of the seco~d draw is indepcfnden~ of 
the fIrSt draw. But, however, if the first card draWn is not replaced then the second 
draw is dependent on the first draw. . • 
.. ·3·1. Mathemat,ical or Classical or ~a·priori~ rrobabalitY 

Definition. If a ttial results in n exhaustive, mutually exclusive and equally 
likely cases an<J m 9f them are favourable to the happening of an event E. ·then -the 
probability 'p' of happening of E is.given by 

I .. it'! J 

= P (E) = Favourable number of cases = m . 
p. Exhaustive number of cases n .... (4·1) 

Sometimes we express (4-1) by saying that 'the odds in favour of E are m :-
(11- m ) or the odds against E are ( n - m): n/' ' 
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Since the nUqlber of cases favoura~le to the 'non-happening' of the event E 
are.( n - m ) ,the probabjlity 'q' that,E will qot happen is given by 

n-m m q=--=l--=l-.p =) p.+ q=U 
n n ... ,(4·la) 

Obviously p as well as q iU'e non-negative aIld cannot exceed unity, i.e, 
o ~ p ~ I .. 0 ~ q~' 1. 

Re,narks. 1. Probability 'p' of the happening of an event is also known as 
the probability of success'and the PfObability 'q' of the non- happening of,tile event 
as the probability of failure. 

2. If P (E) = 1 , E is called a certain event and if P (E) = 0, E is called an 
impossible event. 

3. Limitations of Ciassieal Definition. This definition of Classic8I Prob­
ability breaks down in the following cases : 

(i) If the various outcomes. of the trial are not eqQ3lly likely· or equally 
probable. For example, the probability that a c~didate will pass iI) a certain test is 
not 50% since the two possible outcomes, viz., sucess and failure (excluding the 
possibility of a c~partment) are not equally likely. 

(ii) If the exhaustive number of cases in a trial is infinite. 
4·3·1 •. Statistical or Empirjcal Probability 

Definition (Von Mises). If a trial is' repeated. a number 0/ times under 
essentially homogeneous and identical conditions; then the limiting value 0/ the 
ratiO of'(he number 0/ times the event-happens to the number 0/ trials, as the 
number 0/ trials become indefinitely large, is called the probability 0/ happeniflg 
0/ the, event. (It is asSUl7U!d tMt the limit is finite and unique). 

Symbolically, if in n trials an event E happens m times,. then the probability 
'p' of the happening of E is given by 

p = P (E) = limit !!! 
II~ n .... (4.2) 

'Example 4:1. What is the chance that ~ leap year sele::ted at rfJltdom will 
contain 53 Sundays? 

Solution. In a leap year (which consists of 366 days) there'are 52 complete 
YI«ks and 2 days over. The following are the P,Ossible combinatioqs for these twO 
'over'days: 

(i) Sun~y and Monday, (ii) Monday and Tuesday, (iii) T~esday' and Wed­
nesday, (iv) Wednesday and Thursday, (v) Thurs~y and Friday, (vi) Friday and 
Saturday, and (vii) Satwday and Su~y. 

In order that it leap year selected at random should contain 53 S~ys, one of 
the two 'over" days muSt be SW,l~y. Since out of the above 7 possibilities, 2 vii., 
(0 and (vii), are favourable to this event, 

• • Required RfObability = ~ 

J 
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Example 4,2. A bag contains 3 red, 6 white and 7 blue balls, What is the' 
probability that two balls drawn are white and blue? 

Solution. Total number of balls = 3 + 6 + 7= 16, 
Now, out of 16 balls, 2 can be drawn in ItlC2 ways, 

, 16 16 x 15 
, . Exhausuve number of cases = C2 = 2 - 120, 

Out of 6 while balls 1 ball can be drawn in tiC I ways and out of 7 blue balls 1 
ball can be drawn in 7CI ways. Since each of the fonner cases can be assoc~:ed 
with each of the latler cases, total number of favourable cases is: tlCI x 7Ct 

= 6x7= 42, 

R ' ed b b'li 42 7 eqUlr pro a I ty= 120 = 20' 

Example 4,3. (a) Two cards are drawn 'at random from a well-shuJPed pact 
of 52 cards, Show that lhe chance of drawing two aces is 11221, 

(b) From a {kick of 52 cards, three are drawn at random, Find the chance 
that they are a king, a queen and a knave, 

(c) Four cards are u·3wnfrom a pack of cards, Find tMprobability that 
(i) all are diamond, (ii) there is one card of each suit, and (iii) there are 

two spades and two hearts, 
Solution. (a) From a pack of 52 cards 2 cards can be drawn -in S2C2 ways, 

all being equally likely, 
, , Exhaustive number of ·cases =. 52C2 
In a pack there are 4 aces'and therefore 2 aces can be drawn iit 

R ' ed b b'l' ·C2 4 x 3 2 
" eqUlr pro a Iity = S2C2 = -2- x 52 x 51 

(b) Exhaustive number of cases .= 52C, 
I 

A pack of cards contains 4 kings, 4 9\leens and 4 knaves. A king, a queen and 
a knave can each be drawn in ·CI ways and since each way of drawing a king can 
be associated with each of the w~ys of drawing a queen and Ii knave, the total 
numberoffavourablecases=·CI x·CI x ·CI 

R 'ed bab'l' _ ·CI x-·G1'X·CI 4 x4 x.4 X6_~ 
, , equlli pro J Ity - 51C, = 52 x 51 x 50 - 5525 

(c) Exhaustive number of cases = SlC. • 

(i) 

(ii) 

(iii) 

Required probability = 13C. 
SlC. 

13C 13C 13,.. 13C 
R 'red bab'l' ~ x I X .,..1 X L eqUJ pro Ilty=---""'"'------::S::---'---

• 2C. 
13CZ X 13C2 

Required probability = --:::---
52C •. 
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Example 4·4. What is the probability of getting 9 cards of the same suit in 
one hand at a game of bridge? 

Solution. One hand in a game of bridge consists of 13 cards. 
:. Exhaustive number of cases = SlC13 
Number of ways in which, in one hand, a particular player gets 9 cards of one 

suit are 13C, and the number of ways in which the remaining 4 cards are of some 
other suit are 39C4. Since there are 4 suits in a pack of cards, total num\:ler of 
favourable cases = 4 x nC, x 39C4. 

4x nC x 39C 
Required probability = ' .. 

SlCn 

Example 4·5. (a) Among the digits 1,2,3,4,5, atfirst one is chosen and then 
a secon,d selection is made among the remaining foUT digits. Assuming t!wt all 
twenty possible outcomes have equal probabilities,find the probability'tllDt an odd 
digit will be selected (i) tIlL. first time, (ii) the second time, and (iii) both times. 

(b) From 25 tickets, marked with the first 25- numerals, one is drawn at 

random. Find the chance that 
(i) it is a multiple of 5 or 7, 
(ii) it is a multiple of3 or 7. • 

Solution. (a) Total number of cases = 5 x 4 = 20 
(i) Now there are 12 cases in which the first digit drawn is·O(Id, viz., (1,2). 

(1,3), (1,4), (1,5), (3, 1), (3, 2), (3,4), (3, 5), (5, 1), (5, 2), (5, 3) and (5,4). 
:. The probability that the flTSt digit drawn is odd 

12 3 
= 20= '5 

(ii) Also there are 12 cases in which the second digit dtawn is odd" viz .• 
(2, 1), (3, 1), (4, 1), (5,1), (1, ~), (2, 3), (4, 3), (5, 3), (1, 5), (2, 5), (3,5) and (4, 5). 

. . The probability that the second digit drawn is odd 
12 3 

= 20 = '5 
(iii) There are six cases in which both the digits drawn are odd, viz., (1,3), 

(1,5), (3, 1), (3, 5), (5, 1) and (5, 3). 
:. The probability that both the digits drawn are odd 

6 3 
=20=10 

(b) (i) Numbers (out of the first 25 numerals) which are multiples Of 5 are 5, 
10. 15,20 and 25, i.e., 5 ~n all and the numbers which are multiples of 7 are 7. 14 
and 21, i.t., 3 in all. Hence require(f'number of favourable cases are 5+3=8. 

. . Required probability = ~ 
(ii) Numhers ~among the first 25 numerals) which are multiples of3 are 3, 6, 

9, 12, 15, 18,21,24, i.t., 8 in all, and the numbers which are multiples of 7 are 7, 
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14,21, i.e., 3 in all. Since the number 21 is common ill both the cases, the required 
number of distinct favourable cases is 8 + 3 - 1 = 10. 

R 'd b b'l' 10 2 .. equrrc pro a 1 rty = 25 .= '5 
Example 4·6. A committee of 4 people is to be appointed from J officers of 

the production department, 4 officers of the purchase department, two officers of 
the sales department and 1 chartered aCCOi4ntant, Find the probability offoT1ning . 
the committee in the following manner: 

(i) There must be one from each category. 
(U) It should have at least one from the purchase department. 
(iii) The chartered accountant must be in the committee. 
Sol"tion. There are 3+4+2+ I = I 0 persons ~n ull and a committee of 4 people 

can be fonned out of them in 10C" wa)'$. Hence exhaustive number eX cases is 

10C" = 10 x 9 x 8 x 7 :.: 210 
4! 

(i) Favourable number of cases for the committee to consist of 4 members, one 
from each category is : 

"CI x 3CI X lCi X 1 = 4 x 3 x 2 = 24 

R . ed b b'l' 24 8 
eqUlf pro a I Ity = 210 = 70 

(ii) P [Committee has at least onc purchase officerl 
= 1 - P [Committee has no purchase officer] 

In order that the committee has no purchase officer, all the 4 members are to 
be selected from amongst officers of production department, saJes department and 
chartered accountant, i.e., out of 3+2+1=6 members aM this call be done in 
~ 6x5 
C. = 1 x 2 = IS ways. Hence 

P [ Committee has no purcha:;e officer J = ;:0 = 1~ 

.. P [ Committee has at least one purch.tse officer] = 1- I~ = +~ 
(iii) Favourable number ofrcases that ,the committee consists of a chart.eroo 

accountant as a member and three odt~rs are : 

I x 'C3 = ~~.? = 84 wuys 
Ix2x3 ' 

sin<:e a chartered accountant ('.an be selected out of one chartered accountant in on t y 
1 way and the remaining :3 men~bers atn be .selecred out of the remainin5 

10 - 1= 9 persons in tC3 ways. Hence the required probability = ::0 = ~. 
Example 4·7. (a) If the letters of the word 'REGULATIONS' be am-4".ged at 

randcm, what is'lhe chan~ that there will be exa:tly 4 letters hetween R and ~? 
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(b) What is the probability that four S's come consecutively in the word 
'MISSISSIPPI' ? 

Solution. (a) The word 'REGULATIONS' consists of II letters. The two 
letters Rand E can occupy llp2 , i.e. ,II x 10 = 110 -p0sitions. 

The number of ways in which there will be exactly 4 letters between Rand E 
are enumerated below: 

(i) R is in the 1st place and E is in the 6th place. 
(ii) R is in the 2nd place and E is in the 7th place . 

. ~ .. 

(vi) R is in the 6th place and E is in the 11th place. 
Since Rand E can inte~hange their positions, the requited number of 

favourable cases is 2 x 6 = 12 
Th ired bab'I' 12 6 .. erequ PCQ 1 tty = Uo = ss. 

('» Total number of permutations of the llietters of the word 'MIS~/S.§IPPI', 
in which 4 are of one kind (viz., S)., 4 of othe~ kind (viz., I), 2 of third kind 
(viz., P) and I offourth kind (viz., M) are 

11! 
4! 4! 2! ~! 

Following are the 8 possible combinations of 4-S's coming consecutively: 
ff) $ S $ ~ 

(ii) S S S S 
(iii) S S S S 

(viii) S • S S S 
Since in eac~ of the above cases, the total number of arrangements of the 

remair.ing 7 letters, viz." MIIlPPl of which 4 -are of one kind, 2 of other kind 

and cne ·Jf tJlird kind are 4! ~: I! ' the required nwnber of favourable cases 

8 x 7! = 4! ~! I! 
R 'red b bT 8 x 7! II! 

equt pro a 1 lty = 4! 2! I! + 4! 4! 2! I! 

.. 8x7!x4! 4 
= 11 ! = 165 

Ex&mple 4·8. Each coefficient in the equation td- + bx + c = 0 is deter­
, ined by throWing an ordinary die. F.in4 the probability that the· equation will 

nave real roots. [Madras Univ. B. Sc. (Stat. Main), 1992] 
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Solution. The roots of the eqmltion ax2 + bx + c = 0 ... ( *) 
will be real if its discriminant is non-negative, i.e., if 

b2 -4ac ~ 0 ~ b2 ~ 4ac 
Since each co-efficient in equation (*) is detennined by throwing an ordinary 

die, each of the co-efficients a, b and c can take the values ftOm 1 to 6. 
:. Total number of possible outcomes (all being equally likely) 

= 6x6x6 = 216 
The number of favourable cases can be enumerated as follQws: 

ac a c 4ac b No. of cases 

( so that b2 ~ 
1 1 1 4 2, 3, 4, 5 
2 (,) 

i! 
2 

8 3,4,5,6 
(il) 1 

3 (0 3 12 4,5,6 
(ii) 1 

4 (,) 

l~ 
4 

(il) 1 .16 4,5,6 
(iil) 2 

5 (,) g 5 20 5,6 
(li) 1 

6 (i) 

{i 
6 

(il) 1 24 5,6 
(iiI) 2 
(iv) 3 

7 (ac = 7 is not possible ) 

8 (l) F 4 32 6 
(il) 4 2 

9 3 3 36 6 

4ac) 
1 x 5= 5 

2 x 4=8 

2 x 3=6 

3 x 3=9 

2 x 2= 4 

4 x 2= 8 

2 x 1 = 2 

1 

Total = 43 

Since b2 ~ 4ac and since the maximum value of b2 is 36, ac = 10, 11, 12, ... 
etc. is not possible. 

Hence total number of favourable cases = 43. 

" Required probability = ;:6 
Example 4·9. The sum of two non-negative quantities is equal to 2n. Find the 

chance that their product is not less than ~ times their greatest product. 

Solution. Let x > 0 and y > 0 be the given quantities so that x + y = 2n. 
We know that the product of two positive quantities whose sum is cQnstant is 

greatest when the quantities are equal. Thus the product of x and y is maximum 
whenx= y= n. 
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Now 

;=. 
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Maximum product = n. n = n'l 

P [ xy < * n'l] = P [ xy ~ * n2 
] = P [ x (2n - xJ~ i n2 

] 

= P H 4r - 8nx + 3n2):s OJ 
= P [(2t - 3n)(2x - n) :S OJ 

= P [ x lies between ~ and 3;] 
3n n 

Favourable I3Jlge = "2 - '2 = n 

TQtall3Jlge=- 2n 

Required probability = .!!... = ! 
2n 2 

Example 4·10. Out of (2n+ 1) liclcels consecutively numbered thiee are drawn 
at random. Find tM chance that the numbers on tMm are in A.P. 

[Calicut Univ. B.Sc., 1991; Delhi Univ. B.Sc.(Stat. HODS.), 1992] 
Solution. Since out of (2n + 1) tickets, 3 tickets can b€f drawn in 2n + lC3 

ways, 

Exhaustivenumberofcases:2n+1C3= (2n + 1) 2n (2n - U 
3 ! 

-_ n (4n2 -1) 
- 3 

, 

To find the favourable number of cases we are to enumerate all the cases in 
which the numbers on the drawn tickets are in AI' wid) common difference, (say 
d= 1,2,3 •...• n-l,n). 

If d = 1, the possible cases are as follows: 
. 1, 2, 3 

2, 3, 4 

, i.e., (2n - 1) cases in all 

2n - 1, n. '2n + 1 

If d = 2, the possible cases are as follows: 

1, 3. 5 
2, 4, 6 

, i.e., (2n - 3) cases in all 

2n-3, 2n-l, 211+ 1 

and soon. 
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If d:= /1- I, the possible cases are as follows: 

2, n +], 211 • i.e., 3 cases in all 
I, n, 211-1 l 
3. II + 2, 211 + I 

If d ::: n, there is only one case, viz .• (l, II + 1. 2n + I). 
Hence total number of favourable cases 

= (211 ~ 1) + (2n - 3» + ... + 5 + 3 + 1 
= I + 3 + 5 + .... + (211 - 1), 

which is a series in A.P. with d = 2 and II terms. 

:. Number of favourable cases := i [I + (211 - I)] = 112 

. d b bT 112 311 
:. ReqUire pro a I Ity = II (4112- 1)13 - (4112_1) 

EXCERCISE 4 (a) 

4·11 

1. «(1) Give the classical and stati"stical definitions of probability. What are 
the objections raised in these definitions? 

[Delhi Univ. B.Sc. (Stat. Hons.), 1988, 1985) 
(b) When are a number of cases said to be equalIy likely7 Give an example 

each, of the following: 
(i) the equally likely cases., 

(it) four cases which are not equally likely, and 
(iit) five ca~es in which one case is more likely than the other four. 

(c) What is meant by mutually exclusive events? Give an example of 
(I) three mutually exclusive events, 

(ii) three events which are not mutualIy exclusive. 
[Meerut Univ. B.Sc. (Stat.), 1987] 

(d) Can 
(i) events be mutually exclusive and exhaustive:? 

(it) events be exhaustive and indepenene! 
(iii) events be mutually exclusive and independent? 
.(il') events be mutua1\y exhaustive, exclusive and independent:? 

2. (a) Prove that the probability of obtaining a total of 9 in a'single throw 
with two dice is one by nine. 

(b) Prove that in a single throw with a pair of dice the probability of getting 
the sum of7 is equal to 1/6 and the probability of getting the sum of 10 is equal 
to 1112. 

(c) Show that in. a single throw with two dice, the chance of throwing more 
than seven is equal to that of throwing less than seveh. . 

Ans.51l2 [Delhi Univ. B.Sc., 1987, 1985] 
(d) In a single throw with two dice, what is the number whose probability 

is minimum? 
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(e) Two persons A and B throw three dice (SIX faced). If A throws 14, findB's 
chance of throwing a higher number. [Meerut Univ. B.Sc.(Stat.), 1987] 

3. (a) A bag contains 7 white, 6 red and 5 black balls. Two balls are drawn at 
random. Find the probability that they will both be white. 

Ans. 21/153 
(b) A bag contains 10 white, 6 red, 4 black and 7 blue balJs. 5 balls are drawn 

at random. What is the probability dlat 2 of them are red and one black? 
ADS. 'C2 x 4CI/ %1Cs 
4. (a) From a set of raffle tickets numbered 1 to 100, three are drdwn at random. 

What is the probability that all the tickets are odd-numbered? 
Ans. soC, /IOOC3 

(b) A numtler is chosen from each of the two sets : 
(1,2,3,4,5,6,7,8,9); (4,5,6,7,8,9) 

If Pl' is the probability that the sum of the two numbers be 10 and P2 the 
probabili~y that their sum be 8, fmd PI + P2. 

(c) Two different digits are chosen at random from the set 1.2.3, ... ,8. Show 
that the prol:ability that the sum of the digits will be equal to 5 is the same as the 
probability that their sum will exceed 13, each being 1/14. Also show that the 
chance of both digits exceeding 5 is 3/28. [Nagpur Univ. B.Sc., ~991] 

5. What is the chance that (i) a leap year selected 8t random will contain S3 
Sundays? (a) a non-leap year selected at random would contain 53 Sundays. 

Ans. (i) 2fT, (ii) In 
6. (a) What is the probability of having a knave and a queen when two cards 

are drawn from a pack of 52 cards? 
ADS. 8/663 
(b) Seven cards are drawn at random from a pack of 52 cards. What is the 

probability that 4 will be red and 3 black? 
Ans. 26C4 x 211iC3 /S2C, 
(c) A card is drawn from an ordinary pack and a gambler bets that it is a spade 

or an ace. What are the odds against his winning the bet? 
Ans. 9:4 
(d) Two cards are drawn from a pack of 52 cards. What is the chance tIlat 

(i) they belong to th: same suit? 
(ii) they belong to different suits and different denominations. 

[Bombay Univ. BoSe., J986) 

7. (a) If the letters of the word RANDOM be arranged at random, what is the 
chance ~t there are exactly two 1eue~ between A and O. 

(b) Find the probability that in a random arrangement of the leters of the wool 
'UNIVERSITY', the two I's do not come together. 
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(c) In random arrangements of the letl~rs of the word 'ENG~ING' • what 
is the probability that vowels always occur together? 

[Kurushetra Univ. D.E., 1991] 
(d) Letters are <trawn one at a time from a box containing the letters A. H. M. 

O. S. T. What is the probability diat the letters in the order drawn spell the word 
'Thomas'? 

8. A letter is taken out at random out ol· ASSISTANT' and a letter out of 
'STATISTIC'. What is the chance that they are the same letters? 

9. (a) Twelve-persons amongst whom are x and y sit down at random at a 
round table. What is \he probability that there are two persons between x and y? 

(b) A and B stand in a line at random with 10 other people. What is the 
probability that there will be 3 persons between A and B? 

10. (a) If from a lot of 30 tickets marked 1.2. 3 •...• 30 four tickets are drawn. 
what is the chance that those marked 1 and 2 are among them? 

Ans. 2/145 
(b) A l>ag contains 50 tickets numbered 1.2.3 •...• 50 of which five are 

drawn at raq<tom and arranged in ~ending order of the magnitude (Xl < X2 < X3 

< X4 < xs). What is the probability that X3 = 30i 
Hint. (a) Exhaustive number of cases';' soC. 
If. of the four tickets draWn. two tickets bear the numbers 1 and 2. the re~aiping 

2 must have come out of 28 tickets numbered from 3 to 30 and this can be done in 
18C2 ways. 

. . Favourable number of cases = ·C2 

(b) Exhaustive number of-cases = 50Cs 
Ifx, = 30. then the two tickets with numbers Xl andx2 must have come out of 

29 tickets numbered from 1 'to 29 and this can be done in 29C2 ways. and the other 
two tickets with numbers x. andxs must have been drawn out of20 tickets numbered 
from 31 to 50 and this can be done in 2OC2 ways. 

.. No. of favourable cases = "Cz x 2OC2• 
11. Four 'persons are chosen ar random from a group containing 3 men. 2 

women and t\ children. Show that the chance that exactly two of them will be 
Children is 10/21. [Delbi Univ. B.A.I988] 

A ·C2XSC2 10 
ns. , =-

C. 21 

11. From a group of 3 Indians. 4 Pakistanis and 5 Americans a ~ub-com­
miuee of four people is selected by lots. Find the probability that the sub-committee 
win consislof 

(i) 2 Indians and 2 Pakistanis , 
(it) 1 Indian.l Pakistani and 2 Amepcaqs 
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(iii) 4 Americans [Madras Univ. B.Se.(Main Stat.), 1987] 
3C x 4C 3CI X 4C1 X SC2 Sc 

Ans. (i) 2 2 ,(ii) " (ii.) __ 4 
12C4 12C4 12C4 

13. In a box there are 4 granite stones, 5 sand stones and.6 !>ricks of identical 
size and shape. Out of them 3 are chosen at random. Find the chance that : 

(i) They all belong to different varieties. 
(ii) They all belong to the4Same variety. 

(iii) They are all granite stones. (Madras Univ. B.Se., Oct. 1992) 
14. If n people are seated at a round table, what is the chance that two named 

individuals will be next to each other? 
Ans. 2/(n-l) 
15. Four tickets marked 00, 01, 10 and 11 respectively are placed in a bag. A 

ticket is drawn at random five times, being replaced each time. Find th,e probability 
that the sum of the numbers on tickets thus drawn is 23. 

[Delhi Univ. B.Sc.(Subs.), 1988] 
16. From a group of 25 persons, what is the prob~i1ity that all 25 will have 

different birth4ays? Assume a 365 day year and that all days are equally likely. 
[Delhi Univ. B.5c.(Maths Hons.), 1987] 

Hint. (365 x 364 x ... x 341) + (365)15 
4·4. Mathematical Tools: Preliminary Notions or Sets. The set theory was 

developed by the German mathematician, G. Cantor (1845-1918). 
4·4·1. Sets and Elements 0( Sets. " set is a well defmed collection or 

aggregate of all possible objects having giv(' 1 properties and specified according 
to a well defined rule. The objects comprisin~ a set are called elements, members 
or points of the set Sets are' of ten denoted by c''PitaI letters, viz., A, B, C, etc. If x 
is 8..1 element of the set A, we write symbolically x E A (x belongs. to A). If x is not 
a member of the set A, we write x E A (x does not belong to A). Sets are often 
described by describing the properties possessed by ~ir members. Thus the set 
A of all non-negative rational numbers with square less than 2 will be written as 
A ={x: xrational,x ~ O,~ < 2}. 

If every element of the set A belongs to the set B, i.e., if X.E A ~x E B, then 
we say that A is a subset of B and write symbolically A ~ B (A is contained in B) 
or B :2 A (B contains A ). Two sets A and B are said to be equq/ or identical if 
A~ B andB~A andwewriteA=BorB=A. 

A null or an empty set is one which does not contain any element at all and is 
denoted by +. 

Remarks. 1. Ev~ry set is a subset of it'self. 
2. An empty set is subset of every set. 
3. A set containing only one element is :onceptually distinct from the element 

itself, but will be represented by the sarm. symbol for the sake of convenience. 
4. As will be the case in all our applications of set theory, especially to 

probability theory, we shall have a fIXed set S (say) given in advance, and we shall 

module 2



Tbl'Ol'Y or Probability 4-1S 

be concerned only with subsets of this given set. The underlying set S may vary 
from one application to another! and it will be referred to as universal set of each 
particular discourse. 

4.4·2, Operation on Sets 
The union of two given sets A and B, denoted by A u B, is defined as a set 

consisting of all those points which belong to either A or B or both. Thus 
symbolically. 

AuB={x :xeAorxeB). 
Similarly 

" u Ai = (x : x e Ai for at least one i = I • 2 , ... , n ) 
i= 1 

The intersection of two sets A and B, denoted by A () B. is defined ag a set 
consisting of all those elements which belong to both A and B. Thus 

A ()B = (x: x e A and x e B) .. 
Similarly 

" ('\ Ai = ( x : x e Ai for all i = 1, 2, ...• n) 
i= 1 

For example, irA = (I. 2. 5. 8. 10) and B = (i. 4. 8. 12). thell 
AuB = (l.2.4.5,8.IO.12) andA() B:i: (2.8). 

If A and B have no common point. i.e., A () B ~ •• then the sets A and Bare 
said to be disjoint, mutually exclusive or non-overlapping. 

The relative difference of a setA from another setB, denoted by A-B is defined 
as a set consisting of those elements of A which do not belong to B. Symbolically. 

A-B= {x :xe Aandx~ B}. 
The complement or negative of any set A, denoted by A is it set containing all 

elements of.the universal setS. (say). that are not elements of A, i.e .. if == S -A. 
4·4· 3, Algebra or Sets 
Now we state certain imponant properties concerning operations on sets. If A, 

Band C are the subsets of a universal set S. then the following laws hold: 
Commutative Law A uB=BuA.A ()B=B()A 
Associative Law (A () B) u C = A u (B Y C) 

(A ()B) () C=A () (B ()C) 
Distributive Law A () (B u C) = (A () B) u (A .() C) 

A u (B () C) = (A u B) () l-\ u C) 
Complementary Law : A u A = S • A () A = • 

Au S=S ,( ',' A =S> ,A ()S=A 
Au.=A.A().=. 

Difference Law A - B = A () B 
A - B = A - (A () B) = (A u B) - B 

A - (B-C) = (A -B) u(A - C). 
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(A u B) - C = (A - C) u (B - C) 
A - (B u C) = (A - B) ()(A - C) 

(A () JJ) u (A - B) = A , (A () B) () (A - B) = ~ 
De-Morgan's Law-Dualizalion Law. 

(A u B) = A () B and """'(A-()-'B=) = A u B 
More generally / 

n n n n 
( U Ai) = () Ai and ( () Ai) = u Ai 

;=1 ;=1 ;=1 ;=1 

Involution Law 
ldempotency Law 

(A) = A 
AuA=A, A()A=A 

4·4·4. Limit or Sequence or Sets 
Let (A-) 'be a sequence of sets in S. The limit supremum or limit superior of 

Ithe sequence , usually written as lim sup A., is the set of all those elements which 
belong to A. for infmitely many n. Thus 

lim sup A. = { x : x E A. fqr infmitely many n } J 

n-too . . .. (4·3) 
The set of all those elements which belong to A. for all but a finite number of 

n is called limit infinimum, or limit inferior of the sequence and is denoted by lim 
inf A •. Thus 

lim Inf A. = (x: x E A- for all but a finite number of n ) 
n-too ... (4·3 a) 

The sequence {An} is said to have a limit if and only if lim sup A. 
= lim inf A. and this common value gives the limit of the sequence. 

GO ... 

Theorem 4·1. lim sup An = () ( U An) 
1ft = 1 n=1ft 

GO ... 

and lim inf ~n = U ( () An) 
1ft = 1 n=1ft 

Der. {A.} is a monotone (infinite) sequence of sets if either 

(i) A.cAul V n or (ii) A.:::>A.+1 V 11. 

In the former case the sequence (An) is said to be IIOII-decreasing seq~nce 
and is usually expressed as A. i and in ~ latter case it is said to be lIOn-increasing 
sequence and is ~xpressed as A.J. • 

For a monotone sequence (non-increasing or non-decreasing), the limit always 
exists and we have, 

lim A.= 
n-.-

... 
u A- in case (i), i.e., A-i 

n=1 .. 
() A. in c~ (ii), i.e., A.J. 

nod 
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4·4·5. Classes of Sets. A group of sets wi1l be tenned as a class (of sets). Below 
we shall define some useful typeS of clas~ 

A ring R is a non-empty class of sets which is closed under the fonnation of 
'finite unions' and 'difference', 

i.e., if A E R, B E R, then A u B E R and A - B E R . 
Obviously ~ is a member of every ring. 
A[r.eld F (or an algebra) is a non-empty class of sets which is closed under 

the formation of finite unions and under complementation. Thus 
(i) A E F, B E F => A u B E F and 
(ii) A E f => A E F. 

A a-ring C is a non-empty class of sets which is closed under the formation 
of 'countable unions' and 'difference'. Thus 

00 

(i) Ai E C. i = 1. 2,... => u Ai E C 
i= 1 

(ii) A E C, B E C => A - B E C. 
More precisesly a-ring is a ring which is closed under the fonnation of 

countable unions. 
A a field (or a-algebra) B is a non-empty class of sets that is closed under 

the formation of 'countable unions' and complementations. 
i.e., 

00 

(i) A; E B, i = I, 2,... => u' Ai E B. 
i= 1 

(ii) A e B => A e B. 
a-field may also be defined as a field which is closed under the formation of 

countable unions. 
4·5. Axiomatic Approach 10 ,Probability., The axiomatic approach to pro~ 

ability, which closely relates the'tnooiy of probability with'the modern metric 
theory of functions and also set theory, was proposed by AN .. Kolmogorov, a 
Russian mathematician, in 1933. The axiomatic definition of probability includes 
'both' the classical and the'statistical definitions as particular cases and overcon,es 
the deficiencies of each of them. On this basis, it 'is possible to construct a 10gicaHy 
perfect structure of the modern theory of probability and at the same time to satisfy 
the enchanced requirements of modern natural science. The axiomatic develop­
ment of mathematical theory of probability Telies entirely upon the logic of 
deduction. . 

The diverse theorems of probability, as were avaHilble prior to 1933, were 
fmally brought together into a unified axiomised system in. 1933. It is important to 
remark that probability theory. in common with all ,axiomatic mathematical sys­
tems, is concerned solely with relations among undefined things. 

The axioms thus provide a set -of rules which define relationships betweer: 
abstract entities. These rules can be used to deduce theorems, and the theorems can 
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be brought together to deduce more complex theorems. These theorems have no 
empirical meaning although they can be given an interpretation in terms of 
empirical phenomenon. The important point, however, is that the mathematical 
development of probability theory is, in no way. conditional upon the interpretation 
given to the theory. 

More precisely. under axiomatic approach. thf probability can be deduced 
from mathematic31 concepts. To start with some concepts are laid down. Then some 
statements are made in respect of the properties possessed by these concepts. These 
properties. often ten;ned as "axioms" of the theory. are used to frame some 
theorems. These theorems are framed without any reference to the real world and 
are deductions from· the axioms of the thOOcy. 

4·5·1. Random Experiment, Sample Space. The theoiY of probability 
provides mathematical models for "real·world phenomenon" involving games of 
chance such as the tossing of coins and dice. We feel intuitively that statements 
such as 

(i) "The probabi~ity of getting a "head" in one toss of an unbiased coin is Ill" 
(ii) "The probability of getting a "four" in a single toss of an unbiased die is 

1/6". 
should hold. We also feel that the probability of obtaining either a "S" or a "6" in 
a single throw of a die. shoul~ be the sum of the probabilities of a "S" and a ':6". 
viz., 1/6+ 1/6= 1/3. That is, probabilities should have some kind of additive property. 
Finally, we feel that in a large number of repetitions of, for eXaplple, a coin tossing 
experiment, the proportion of heads should be approximately Ill. 1 hat is. the 
probability should have a/requency interpretation. 

To deal with these properties sensibly. we need a mathematical description or 
model for the probabilistic situation we have. Any such probabilistic situation is 
refened to as ~'random experimeTU. denoted by E. E may be a coin or die throwing 
experiment, drawing of cards from a well·shuffled pack o( cards. an agricultural 
ex~riment to determine the effects of fertilizers on yield of a commodity. and so 
on. 

Each performar,ce in a random experiment is called a trial. That is. aU the trials 
conducted under the same set of conditionS form a random experiment. The result 
of a trial in a random experiment is called an outcome, an elementary, event or a 
<;"'mple point. The totality of all possible outcomes (i.e., sample points) of a random 
ex:.~riment constitutes the sample ~pace. 

Suppose et, el • .... e. are the possible outoomes of a random experiment E such 
that no two or more of them can occur simultaneously and exactly one of the 
'outcomes el. e1, .. ~. e. must occur. More specificaUy, with an experiment E, we 
associated a set S = (elt el, ... , e.) of possible outcomes with the foUowing 
properties: 

(i) each element of S denotes Ii possible outcome of the experiement, 
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(ii) any trial results in,an outcome that corresponds to one an4 only one element 
of the setS: 

The set S associated with an exp~iment E, real or conceptual, satisfying the 
above two properties is called the sample space of the experiment. 

Remarks. 1. The sample space serves as universal set for all questions 
concerned with the experiment. 

2. A sample space S is said to be finite (infinite) sampJe sapce if the number 
of elements in S is fmite (infinite). For example, the sample space associated with 
the experiment of throwing the coin until a head appears, is infmite, with possible 
sample points 

{rot. CI)z, CI>J, ro4, ., •. } 
where <.01 = 11, CIh = TH, CI>J = TTH, <Jl4 = TITH, and so on, H denoting a head and 
Ta tail. 

3. A sample space is called discrete if it contains only finitely or infinitely 
many points which can be arranged into a simple sequence rot. (Oz, ••• , while a 
sample space containing non· denumerable number. 9f points is called a continuous 
sample space. In this book, we shall restrict ourselves to discrete sample spaces 
only. 

4·5·2. Event. Every non·empty subset A o( S, which is a disjoint union of 
single el~.ment subsets of the sample space S of a random experiment E is called 
an event The notion of an event rOay also be defmed as folJows: 

"Of all the possible outcomes in the sample space of an experiment,some 
outcomes satisfy a specified description,which we call an event." 

Remarks. 1. As the empty set ~ is a su,?set of S ,. is also an event, known as 
impossible event 

2. An event A. in particular, can be a single element subset of S I in which case 
it is known as elemenl~Y event 

4'5·3~ Some Illustrations' - Examples. We discuss below some examples 
to illustrate the concepts of sample ~~ and event. 

1. -Consider tossing of a coin singly. The possible outcomes for this experiment 
are (writing H for a "head" and T for a "tail") : Hand T. Thus the sample space S 
consists of two points {ro1o CIh}, corresponding to each possible outcome or 
ele~ntary event listed. 

i.e., S = (COt, CIh) = {/l,T} and n(S) = 2, 
where n(S) is the total number of sample points in S. 

If we consider two tosses of a coin, the possibJe outcomes a:e HH, HT, TH, 
IT. Thus, in this case the sample space S consists of four pointS {rot, CIh, ro" CIl4}, 
corresponding to each possible outcome listed and n(S)= 4. Combinations of these 
outcomes form what we call events. For example, the event of getting at lea tone 
head is the set of the outcomes {HH ,HT,T/I} = {(01o CIh, ro,). Thus, mathematically, 
the events are subsets of S. 
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2. Let us consider a single toss of a die. Since there are six possible outcomes. 
our sample space S is now a space of six points (0)1, (J)z, •••• 0>6) where O)j cor­
responds to the appearance of number i. Thus S= { Ct>t. 0)2 ..... 0>6} = ( 1,2 ..... 6) and 
n(S)=6. The event that the outcome is even is represented by the ~t of points 
{00z. 004. 0>6} • 

3. A coin and a die are tossed together. For this experiment. our sample s~ce 
consists of twelve points {O)I, (J)z ...... 0)12) where O)i (i = 1,2, ... , 6) represents a 
head on coin together with appearance of ith number on the die and {))j 

(i = 7, 8, ... , 12) represents a tail on coin together with the appearance ofith number 
on die. Thus 

S = {O)" (J)z, ... , 0)12 ) = { (H • T) x ( I, 2, .... , 6 )} and n ( S ) = 12 
Remark. If the coin and die are unbiased, we can see intuitively that in each 

of the above examples, the outcomeS (sample points) are equally likely to occur, 
4. Consider an experiment in which two balls are drawn one J>y one from an 

urn containing 2 white and 4 blue balls such that w.hen the second ball is drawn, 
the fust is not replaced. 

Le~ us number the six balls as 1,2, 3,4, 5 and 6, numberS I and 2 representing 
a white ball and numbers 3, 4, 5, and 6 representing a blue ball. Suppose in a draw 
we pick up balls numbered 2 and 6. Then (2,6) is called an outcome of the 
experiment It should be noted that the outcome (2,6) is (Jifferent from the outcome 
(6,2) because in the former case ball No.2 is drawn fust and ball No.6 is drawn 
next while in the latter case, 6th ball is·drawn fust'and the second'ball is drawn 
next. 

The sample space consists of thirty points as listed below: 
O>t =(1,2) (J)z =(1,3) O>.J =(1,4) 014 =(1,5) ro, =(1,6) 
CI>6 =(2,1) CJ>, =(2,3) roe =(2,4) ffi9 =(2,5) 0)10 =(2,6) 

O)n =(3,1) 0>t2 =(3,2) 0>t3 =(3,4) 0>14 =(3,5) O)ts =(3,6) 
O)ll; =(411) ~17 =(4,2) O>ta =(4,3) 0>19 =(4,5) 0hD =(4,6). 
O>zt =(5,1) ron =(5,2) 0>zJ =(5,3) CIh4 =(5,4) roz, =(5.6) 
0>76 =(6,1) ron =(6,2) (J)zs =(6,3) <lh9 =(6~4) CIJJo =(6,5) 
Thus 

$ = (rot. (J)z, ro" ... , ro,o) and n(S) ~ 30 
~ S=(1,2.3,4,5,6}x{I.2,3,4,5.6) 

- ((1, 1). (2. 2), (3, 3), (4,4), (?, 5), (6,6)l 
The event 

(i) the first ball drawn is white 
(ii) the second ball drawn is white 
(iii) both the balls drawn ar~ white 
(iv) both the bans drawn are black 

ace represented respectively by the following sets of points: 
{O)" 0>%, 0>.3, 004, 0)5, 0>6, CJ>" CIla, (J)g, roto), 

{O)" 0>6, O)n, ro12, 0)16, 0)17, Ohl, (j}zz, 0>76, 0>z7}, 
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(0)1,0>6), and 
(O>n, 0>14, O>IS, 0>18, CJ)19h 0>20, C!h3, 0>1.4, 0>25, O>2a, 0>29, O>:lo), 
5. Consider an experiment in which two dice are tossed. The sampl~ s~ce S 

for this experiment is' given by 
S = 0,2,3,4,5, 6}.x (1,2,3,4','5,6) 

and n(S)=6x6=36, 
Let EI be the event that 'Ilie sum of the spots on the dice is greater than 12', 

E2 be we event that 'the sum of spots on the dice is divisible by 3', and E3 be the 
event dtat-'the sum is ·greater than or equal tb two and is less than or equal i6 12'. 
Then these events are represented by the following subsets of S : 

EI = (ell }, E, =S and 
El = ((1,2), (I, 5), (2, I), (2, 4), (3, 3), (3, 6), (4,2), 

. (4, 5), (5, I), (5~ 4), (6, 3), (6,6)} , 
Thus n (E1)=O, n (El )=12, and n (E,)=36 
Here E is an 'impossible event' and E, a 'certain Ifvent~. 
6, Let E denote tfte experiment of tossing a coin three times i~ succession or 

toSsing three coins at.a time. Then the sample space S is given by 
S = (H, T) x (H, T) x (H, T) 

= (H, T) x (HH,HT, TH, TT) 

= (HHH, HHT, lITH, HIT, THH, THT" TfH, 'T.IT) 

= (0)1t 0>2. 00" .... roe). say. 

If E I is the event that 'the number of heads exceeds the nUfQber' of tails' , £1, 
the event of 'getting two heads' and E,. the event of getting 'heaitin,the frrst trial' 
then these are represented by the following .Sets of pOin~ , : 

EI = (O>~. 0>2, 00" rosL 
, El = {0>2, 00" O>s} 

and E, = (O>!, 0>2, 00,. 0>4). 

7. In the fQl'eg,oing examples the sample sapce. is fi~ite. To construct an 
experiment in Whict) the sample sapce is countably infmite1 we toss a coin 
repeatedly until head or tail apPears twice in succ~sion. The sample space of all 
the possible outcomes may be represented as : . 

~ = {HH, TT, THH, HTT, IITHH, THIT, THTHH; HTHIT, ... 1. 
4·5,4. Algebra of Events. For events A, B, C 

(i) A u B= {O> E S : 0> E A or 0> E B} 
(ii) A n B= (0) E S : 0> E A and 0> E B), 
(iii) A (A complement) = {O> E S : 0> ~ A } 
(iv) A - B = (0) E S: 0> E A but 0> IE B) 

/I /I 

(v) Similar generalisations for u Ai, n Ai, u Ai etc. 
\ i .. l i=1 i 

(vi) A c B ~ for every 0> E A. 0> E B. 
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(vii) B ::I A => A c B. 
(viii) A = B if and only if A and B have the same elementS, i.e., if A_c' B 

and B'c A. 
(ix) '~and B disjoint ( mutually exclusive) => A () B ::;:-4" (null set). 
(x) A u B can be denoted by A + fJ if A and B ~e disjoint. 

(xi) A tJ. B denotes those W belonging to exactly one of A and B, i.e .• 
l\~B?ABuAB 

Remark. Since the events are subsets of S, all the laws of set theory viz., 
commutative laws. associative laws. distribqtiv~ laws, ~-Morg4D • slaw. etc., hQld 
for ~Igebra of events. , 

Table - Glossary 0/ P,robabUity Terms 

, Statement 

1. At least one of the events A 
or B occurs. 

2. Both the events A and B occur. 
3. Neither A nor II occurs 
4. EventA occurs and B does not 

occur 
5. Exactly one of the events A orB 

occurs. 
6. Not more than one of the events 

Meaning in terms 
of set theory 

WE AuiJ 
'WE A()B 

WE A()11 

W' E AtJ.B 

A or B occurs. W E (A () 11) u (it' () B) u (A (' 11) 
7. If event A oceurs, so does B A c B .. 
8. Events A and B are mutually ex· 

elusive. 
9. Complementary event of A. 

10. Sample space 

A () B=+ 
A 
unive~ai set S 

Example 4· 11. A, B and Care three orbiirary eventS. Firid eXpressions for the 
events noted below, in the context of A, B and C. 

(i) only A ~curs, 
(ii) Both A andB, but not C, occur, 

(iii) ~II three events occur, 
(iv) At least one occurs, 
(v) At least two occur, 

(vi) OM and no more occurs, 
(vii) Two' and no more occur, 
(viii) None occurs. 
Solution. 

(i) A ()B () C, (il) A ()B () C, (iiI) A ()B () C, 
(iv) ,A, u,B u C, 
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(v) (A()B()C) u (A()H()C) U-(A()B()C)"u (A()B()C) 
(vi) (A ()'1i () C) u ( it () B () C) u (A () Ii () C ) 

(vii) (A ()B () C) u (j{ ()B () C'> u (A ()B () C) 
(viii) j{ ()1i () C or j{ u B u C 

, EXIt'aCISE 4(b) 
I. (i) If A, B and C are any three eve~ts, wri~ down the theoretic;al expressions 

for the following events: 
(a) (;)nly A occurs, (b) A and B occur but C does not, 
(c) A, B, and C all the three occur, '(d) at least one occurs 
(e) Atleasttwo occur, if) one does not occur, 
(g) Two do not occurs, and (h) None occurs. 

(ii)"A, Band C are three events. Express the following events in appropriate 
symbols: ' . 

(a) Simuliar\eous occurrence of A,B and C. 
(b) C 'currence of at least one of them. 
(c) A, Band C' are mutually exclusive events. 
(d) Every point of A is contained in B. . 
(e) The eventB but notA occurs. (Galihati Univ. B.Sc., Oct.I990] 

2. A sampie space S contains four points Xit Xl, X3 and X4 and the'values of a 
set function P(A) are known for the following sets : 

4 6 
Al = (x .. Xl) and P(AI ) = 10 ; Al = (.'t3, X4) and P(Al ) = 10 ; 

4 7 
A3 = (Xl, Xl, X,) and P(A3) = 10 ; A.:;= (Xl, X" x..) and' P(A.) = 10 

Show that: 
(i) the total number of sets (including the "null" set of number points) of points 

obis i6. 
(ii) Although the set containing no sample point has zero probability, the 

converse is not always true, i.e., a set may have zero probability and yet it may be 
the set of a number of points. , 

3. Describe explicitly the sample spaces for each of the following experiments:" 
(i) The tossing off6ur coins. ' 
(ii) The throwing of three diCe. 

(iii) Tlte tossing of ten coins With the aim of observing the numbers of tails 
coming up. ' , 

(iv) Two cards are selected from a'standard deClc of cardS. 
(v) Four successive draws (a) with replaCement, and (b) withOiit replace, 

ment, from a bag containing fifty coloured:balls out of which ten are white, twenty 
blue and twenty red. 

o (vi) A survey' of families with two childrep is condu~ed and the sex of the 
children (the older ~hild first) is re:corded~ 

(vii) A survey of families with three children is made and the sex of the 
children (in order of age, oldest child first) are recorded. 
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(viii) Three distinguis~able o~jects are distributed in three .D\lm1?ered (fells. 
(ix) A poker haqd (five clP"ds) is dealt from an ordinary deck of cards. 
(x) Selecting r screws from the lot produced by a machine, a Screw can be 

defective or non-defective. 
4. In an experiment a coin is thrown fi~e times. Write down the' sample space. 

How many points are there in the sample space? 
5. Describe sample space appropriate in each of the following cas~ : 

(i) n-tosses of a coin with head or tails as outcome in each toss. 
(ii) Successive tosses of a Coin until a head tiims up. 

(iii) A survey of families with two childrell is conducted and the sex of the 
children (the older child first) is recorde<t. 

(iv) Two successive draws, (0) with. replacemerit (b) without replacement, 
from a bag containing 4 coloUred toys ourof which one is white. one black and 2 
red toys. [M.S.Baroda Univ. B.se., 1991] 

6. (0) An experiment consists of toSSing an unbiased' coi~ until the same result 
appears twice on sucCession for the rust time. To every possible outcollJe requiring 
n tosses attribute probability 112-. Describe the sample space. 

(b) A coin is tossed until there are either two consecutive heads or two 
consecutive tails or tfte number of ~sses ~mes five. Describe the sample space 
along with the probability associated with each sample pOint. if every ~u~ce of 
n tosses has probabilty 2-". [Civil Services (main), 1983] 

7. Urn 1 contains twd white. one red and 3 black baIls~ Urn 2 contains one 
white, 3 red and 2 black balls. An experiment cQnsists of rust selecting an urn and 
then drawing a ball from this urn. Derme a suitable sample space for tftis 
experiment 

8. Suppose an experiment has .n outcorpesA l • Al •...• A_ ~ ~at it is repeated 
r times. Letx .. Xl ••••• x"record the number of occurrences of A .. Alo ...• A" • Dpscribe 
thCf sample spaCe. Show that the number o~ sample points is • 

(n;~~ 1) , 
9. A manufacturer buys parts from four different vendors numbered 1.2.3 and 

4. Refming to orders placed on two successive days. (1,4) deno~s tfte event that 
on the rust day, the order was given to vendor 1 and on the second day it was given 
to vendor 4. Letting A represent ttle evel}t tlJat -veP<iof 1 gets at least one of these 
two orders, B the event that th~ same vendor gets both orders and C the event that 
vendors 1 mtd 3 do not g~~ ei!herQrdef. List the elements of : 

(q)enPr~samplespace. (b) A, .(c)-B, (d)C; (e) A, (f)B, 
(g)BuC, (h)AnB, (i)A.nC, (j)AU1I, and (k)A-B 
[Hint. (0) The elements of entire sample space are 

(1,1); (1,2); n, 3); (1, 4); (2,1); (2, 2); (2,,3); (2,.4); 
(3, 1); (3,2); (3, 3); (3,4); (4, 1); (4,2); (4, 3); (4,4). 
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(b J The 'efements of A are , ' 
(1,1); (I, 2);'(1,3);''(1, 4}; (2',1); (3,1); (4, 1): 

(c) The elements of Bare' (1, 1); (2, 2);(3, 3) and (4, 4). 
(d) The elements of C are (2, 2); (2, 4); (~, 2);{4, 4): 
(e)· The element of A are: 

(2,2); (2,3); (2,4); (3,2); (3,3); (3,4); (4,2); (4, 3); (4,4). 

4,25 

-, 

if) The elements ofB are: (1,2); (I, 3); (1,4); (2,1);' (2,3); (2,4); 
(3; 1); (3, 2); (3,4); (4, 1); (4, 2); (4',3). ' 

(g) The elements.ofB v C are (I, 1);.(2,2); E3, 3); (4,4); (2,4): (4,2). 
(h) The ele~ents of An B are (I, 1). ' 
(i) A nC=~ 
lj) Since A'VB.= A n H. The elements of A.v E' are (2,3); (2,4); (3, 2); 

(3,4); (4, 2); (4, 3). 
(k) The elements of A -B are (1, 2); (1,3); (1,4); (2,1); (3,1); (4, 1). 

4·6. Probability - Mathematical Notion. We are now set to give the 
mathematical notion of the occurrence of a random phenomenon and the mathe­
matical notion of probability. Suppose in a large number of trials the sample space 
S contains N sample points. The ~vent A is defined by a, description which is 
satisfied by N A of the occurrences. The frequency interpretation of the probability 
P(A) of the evel1tA, tellS us that P(A)=N,,/N. 

A pw-ely mathematical definition of probability cannot give us the actual v.alue 
of P(A) and this must be eonsideredas a fu.nction defined on all events. With this 
in view, a mathematical definition of probability is enunciated as follows: 

"Given a sample description space, probability is afunction which assigns a 
non-negative real number 10 every event A, denoted by P(A) and is called the 
probability 0/ the event A." 

4·6·1. Probability Function. P(A) is the probability function defined on a 
a-field D of events if the following properties or axioms.hold : 

I. For each A e D, P(A) is defined, is real and P(A) ~'. 0 
2.P(S) = 1 
3. If (",.) is lply fit:tite or infinite sequ~l)ce of disjoint events,it:t D,.then 

/I, 

P(, v A.) = L P(A;) 

/I 

... (4·4) 
;=1 ;=1' 

The above three axioms are termed as the axiom of positiveness, certainty and 
union (additivity), respeCtively. ' 

Remarks. I. The'set function P defined on (J-field D, taking its values in the 
real line and satisfying the above three axioms is called'the probability measure. 

2. The same defmition of probability applies to uncou,"ltable sample space 
except that special restrictions must be placed on S and its subsets. It is imPortant 
to realise that for a complete description of a probability measure, three things must 
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be specified, vii., the sample spaceS, the a-field (a-algebra) B fonned from certain 
~subset of S and set function P. The triplet (S; B, P,) is often called the prohability 
space. In most elementary applications, S is finite and the a-algebra B is taken to 
be the coUection of aU subsets of S., 

3. It is interesting to see that there are some formal statements of the properties 
of events dertved from the frequency approach. Since P(A)=ft/AIN, it is easy to see 
thatP(A) ~ O. as in Axiom 1. NextsinceNs =N, P(S)=I. as in Axiom 2. In case 
of two mutually exclusive (or disjoint) events A and B defined by sample points 
NA and N •• the sample points belonging 10 A u B are NA + N •• Therefore. 

P(AUB)=NA ;N. ~ + ':;=P(1)+P(B), as in axiom 3. 

Extended AXiom or Addition. If an eventA can materialise in the 9Ccurrence 
of anyone of the pairwise disjoint events At, A2, ..• so that 

then 

00 

A=u Ai; AinAj =. (;~J) 
i ... I 

... 
00 

peA) = P ( U Ai) = l: peA) 
i= 1 i= I 

... (1) 

Axiom ofCoDtinuity. H Bit B1 • ••••• B •• ••• be a countable sequenCes of events 
suchlhat_ 

(i) Bi ~ Bi+1' (i = I, 2, 3, ... ) 

and -(ii) n B.=. 
11=1 

i.e .• if each succeeding event implies the preceeding event and if their simul­
taneous occurrence is an impossible event then 

-lim PCB,,) = 0 ... (2) ,. ...... 
We shal~ now prove that these two axioms, viz., the extended axiom of addition 

and axiom of continuity are equivalent, i.e., each implies the other, i.e., (1) ~ (2). 

Theorem 4·1. AXiom ofcondnuityfollowsfrom lhe extended axiom of addit.ion 
and vice versa. 

Proof. (a) (1) ~(1). Let (B.) be a countable sequence of events such that 
B1 ~ B1 ~ B, ;=l •••• ~.B,,::l 811+ 1 ::l ••• 

and let for any n ~ 1. 
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J--J.--J----.. B ... 1 

B..,.10 B'..,.1 

Then it is obvious from the· diagram that 
B"=B,,B''''I U·B" .. IB' ... 1U ... U ( n BI) 

k~1I 
00 

~ Bit = ( U BkB'I ... 1 U ( n BI), 
k=1I k~1I 

4·17 

where theeventsBI B'I+I; (k:.n, n+l, ! •• ) are pairwise disjoint and each is disjoint 
with n BI. 

k~1I 

Thus B. baS been expressed as the countable union of pairwi~ disjoint events 
and hence. by the extended axiom of addition, we get 

since, from (.) 

GO 

P(B,,) = L P(B.B'I+I)+P( n BI) 
k=1I k~1I 

GO 

= !, P(BIB'I+J), 
k=1I 

P( (.) BI ) = P(~) = 0 
k~1I 

Further, from (**), since 
00 

L P (BIB'I+J)=P(BJ) S 1, 
k=1 

the right hand sum in ( •• ), being the remainder after n terms of a convergent series 
tends to zero as n-+oo. 

Hence 
00 

lim P(B.)= lim L P(B.B'hJ)= 0 
11-+00 II ...... k=1I 

Thus the extended axiom of addition implies the axiom of continuity. 

(b) Conversely (2) ~ (1), i.e., lhe Ulended axiom of additionfollowsfrom 
the axiom of continuity. 
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Let (A8) be a countable sequence' of pairwise disjoint events and let 
a., 

A= u Ai 
;= 1 

" 00 

= ( u Ai) u ( U Ai) 
i= 1 .;=,,+ 1 

Let us defil,le a countable sequence (B.) of events by 
00' 

B,,= u Ai 
;=" 

Obviously B" is a decreasing sequence of e,vents. i.e., 
B1 ~Bl ~ ..• ~B.~B .. 1 ~ •••• 

Also we have 

" 

, '. 

.•• (3) 

.•. (4) 

. .• (5) 

A = ( U Ai) uB" l ••• (6) 
i= 1-

Since Ai's are pairwise disjoint, we get 
Aj ", Bu 1 = ~. (i = 1. 2 •...• n) •.. (00) 

"From'(4) we see that if'the event B. has occwyed it implies the "OCcurrence of 
anyone of the ~vents A.+ 1• Al~;; •..• Without loss of generality lerus assume that 
this event is Aj (i = II + 1. II + 2 •..• ). Further since ~ 's are p3irwise disjoint, the 
occurrence of Ai implies that events Ai+1tAi+2 •••• do riot Occur leading 10 the 
conclusiQn that Bi + 1, Bi + 2t ••• will not occur. 

00 

••• (1) 
;=Il 

From (5) and (7) .. we observe that both the conditioQs of axiom' of continuity 
are satisfied and hence we get 

••. (8) 

:From (6). we get 

" P (A) = P[( u Ai) u B .. t1 
i= 1 

" = L, P(-1i) + P(B. + 1} 
i= 1 

(By axiQl1l of Additivity) 

00 " 
P( u Al):= Jim L P(Ai) + lim (B.'+l)' 

i= 1 II ......... ;..-1 "-'" 
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00 

= L, P (Ai), 
i= 1 

which is the extended axiom of addition. 

THEQRF;MS. ON PROBABILITIES OF EVENTS 

4·29 

[From (8)] 

Theorem 4·2. Probability of the impossible event.is zero, i.e.,.P (~) = 0; 
Proof. Impossible event contains no sample point and lience the certain evt.nt 

S and the impossible event ~·arelmutually exclusive . 
. Hence Su~= $: 
.. P(Su~)= P(S)' 
=> P(S) + P(~) = P (S) [By Axiom 3] 
=> P(~)= 0 

Remark. It may be noted P(A)=(), does not imply that A is necessarily an 
empty set In practice, probability '0' is assigned to the events whic;:h are so rare 
that they happen only once in a lifetime. For example, if a person 'who does not 
know typing is asked 10 type the manuscri~t of a book, the probability of the'event 
that he will type it-correctly without any mistake is O. 

As another illusb'atiQn,let us cOl)sider the random tossmg of a com. The event 
that the coin will-stand erect on its edge, is assigned the probability·O. 

"The study of continuous random variable provides imother illusb'ation to the 
fact that P(A>=O, does not Imply A~, because in case 'ofcontilious random 
variable X, the proability ata point is always zero;i.e., P(X=cFO [See 'Chapter· 5]. 

Theorem 4·3. Probability Qf the compl~m~~tary event it of A is given by 
P(A) = 1-P(A) 

Proof. A and it are disjoint events. 
Moreover. A uA = $ 
From axioms 2 and 3 of probability, we have 

P(AuA)= P(A)+ P(A)= P(S)= i 
=> P (A) = I-P (A) 
Cor. 1. We have P (A) = 1 - P (it) 

P(A) ~ 1 

Cor. 2. P (~) = 0, since ~ = S 
and P (~) = P (S) = 1 - P(S) = 1-1 = O. 

Theorem 4·4. ,For any two events A and B .• 

Proof. 
P (A" B) = P (B) - P (A n B) (Mysore Univ,. B.Sc., 1992) 

An B and A ('\ B are disjoint even~ and 
(Aln B) u (A ('\B).= B 
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Hence by axiom 3, we get 
P (B) = P (A () B) + P CA () B) 

::) P (A () B) = p. (B) - P (A () B) 
Remark. Similarly, we shall get 

_....-4,-B P(A()B)= P(A)- P(A()B) 

Theorem "·5. Probability of I~ union of any two events A and B is given by 
P(Au.(J)= P(A),+ P(B)- P(A(.)B) 

Proof. A u B can be written as the union of the two mutually disjoint events, 
A and B() A . . 

P (A uB)= P [Au (B.() A) ] = P (A) + P (B ()A) 
= P (1\) + P (B) - P (A () B) (cf, Theorem 4·4) 

Theore .... "·6. 1/ B c A, then 
(i) P (A () B)::: P (A) - P (B) , 
(U) P (B) ~ P (A) 
Proof. (i) When B c A, B and A () B are r__--------. 

mutually exclusive events and their union isA 
Therefore 

P (A) = P [ B u (A () B) ] 
= P (B) + P (A () ]i) (By axiom 3] 

::) P·(A () 11) = P (A) - P (B) 
(ii) Using axiom I, 

. p' (A () 11) ~ 0 => P (A) - P (B) ~ 0 
Hence P (B) ~ P (A) 
C()r. Since (A () B) c A and (A () B) c B, 

P (A () B) ~ P (A) and P (A () B) ~ P (B) 

"·6·2. Law of Addition of Probabilities 

S 

A 

or 

Statement. If A and B are any (WO events I subsets of sample space S J and are 
not disjoint, then 

P (A uB) = P (A) + P(B) - P (A () B) .•• (4'5) 
Proof. 

A()B 
S 

A B 
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We have 
AvB= Av(AnB) 

Since A at! .1 (A n B) are disjoint. 
P (A v B) = P (A) + P (A n B) 

4·31 

= P(A)+ [P(AnB)+ P(AnB)]r P(A.nB) 
= P (A) ~ P [ (A n B ) u (A n B):] - P (A n B) 

[.: (A nB) and (A nil) are disjoint] 
=> P (A v B) = P (A) + P (B) - P (A n B) 
Remark. An alternative PI09f is provided by Theorems 44 and 4·5. 

4·6·3. Extention of General Law or Addition of Probabilities. For n events 
Ah A2 • ...• A .. we have 

II II 
P(v Ai) = ~ P(Ai)- IIi P(AinAj)+ ~ P(AinAjnA..') 

;=1 ;=1 ISi<jSII IS~<j<kSr 

- ... + ~_1)"-1 P (AI nt\2 n ... nA,.) ... (4·6) 
Proof. For two events A 1 and A 2. we have 

P (AI v A2) = P (AI) + P (A2) - P (AI n Az) ... (.) 
Hence (4·6) is true for n = 2. 
Let us now suppose that (4·~) is true for n = r, (say). Then 
r r 

P ( vA;) = ~ P (Ai) - ~~P (Ai n Aj) + ... + \.- ,),-1 P (AI nA2n ... riA) 
i = 1 i = lIS i < j S.r ••• ( .. ) 

Now 
r+l r 

P( V Ai) = P[( v A;) V A .. l] 
i=1 i=1 

r r 
= p ( v A;).+ P (A .. 1) - PH v Ad nA .. 1)]. ••• [Using (.~] 

i .. l i=1 
r r 

= P ( V Ai) + P (A .. 1) - P [ V (Ai n A .. 1) ] {Distributive Law) 
i=1 i=1 

r 
= ~ P(Ai)- ~ P(AinAj)+ .. , 

i=1 ISi<jSr 

... + (-lr1 P (Al.nA2 n ... nA,) + f (Ar+l) 

r+ r 

r 
- P [ v (A;r"lA"'I)-] 

i.l 

= ~ P(Ai)- ~ P ·(AinAj) + ... 
i=1 ISi<jSr 

+ (_1)'-1 P (AI nA2n ... nA,) 

••• [From( .. )] 
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r 
- [ 1: P(AirtA,+I)- II P(AirtAjrtA,+I) 

;= I I ~;<j~r 

+ ... + (_1)'-1 P(AI rtA2rt ... rt A, rtA,+I) ] ... [From (**)] 
r+ I rt I r 

P ( U Ai) = 1: l' (Ai) - [ II P(.4o rt Aj) + 1: P(Ai rt A,+I )] 
;='1 ;=1 I~i<j~r ;=1 

t ... + (-I),P[(A l rtA2rt ••• rtA,+d] 
r+1 

= 1: ,P(Ai)­

;= I 
~ P (.4ortAj) 

I S;<j~(r+ I) . 

+ I •• + (- 1)' P(AI () A2 rt .•.. () A;+ I) 
Hence if (4·6) is true for'n=r, it is also true for n = (r + 1). But we ~a~e prove<l 

in (*) that (4·6) is true for n=2. Hence by the principle of mathematiCal iqduction, 
it f~Uows lha~·(~·6) is U'Qe for all positive integral values of'll. 

Remarks. 1. If we write 
P (Ai) = Pi ,P (Ai rt Aj) = jJij , p' (A; rt Aj rt Al ) = Pi~ 

and soon and 

then 
II 

II II 

SI = 1: pi= 1: P (Ai) 
,; = I ; = I 

S2= ~ pij= ~ P (AirtAj) 
l~i<jSIl 1~;<j,~11 

S3 = !.p: Pip< and so on, 
I ~;<j<k~1I 

P( u Ai) = SI- S2+ S3- ... + (_1)·-1 S. ...(4'00) 
;= I 

2. If all the events Ai, (i = 1,2, ... , n) are mutually disjoint then (4·6) gives 
II II 

p( U Ai) = 1: P (Ai) 
;=1 ;=1 

3. From practical point of view the theorem can be restated in a slightly 
different form. Let us suppose that an event A can materialise in several mutually 
exclusive fonns, viz., Alt Alt ... , A. which may be regarded as that many mutually 
exclusive eveqts. If A happens then anyone of the events Ai, (i = 1, 2, ... , n) must 
happen and cOnversely if any one of the events Ai, (i = 1,2, ... , n) happens, then A 
happens. Hence the probability of happening of A is the same as the probability of 
happening of anyone of its (unspecified) mutually exclusive forms. From this point 
of view, the total probability theorem can be restated as follows: 

The probability of happening of an event A is the sum' of the· probabilities of 
happening of its mutually exclusiveforms AltA2' ... ,A •• Symbolically, 

'P (A) = P (AI) + P (A2) + ... ,. P (A.) (4·6b) 
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l'he probabi1i~ie~ P(AI), P,{Al)' •.. , P(AN) Qf the mQtuaJ.lx ~xclusive forms of 
A are known as the partial probabilities. Since p(A) is their sum, it may be called 
the total probability. of A. Hence the name of the theqrem. 

Theorem 4·7. (Boole's ine9uality). For n events AI. Al , .•.• , AN' we have 

" " (a) P ( (i Ai) ~ 1: P (Ai) - (n - 1) ... (4·7) 
i=1 i=1 

" " (b) P ( u Ai) ~ 1: P (Ai) ... (4·7a) 
i=1 i=1 

[Delhi Univ. B.sc. (Stat Hons.), 1992, 1989] 
Proor. (a) P (AI U Al) = P (AI) t P (Al ) - P',(AI (i Al ) ~ 1 
,~ P(AI(iAl)~P(AI)+ P(Ai)-1 (*) 
Hence (4·7) is true for n = 2. 
Let us now suppose that (4·7) is true for n=r ~say), such that 

r r 
P ( (i Ai) ~ 1: P (Ai) - (r - 1), 

i=1 i=1 

Then 
r+l r 

P ( (i Ai)= P ( (i Ai}; A'+I) 
i=1 .=1 . .. 

r 
~P( (i Ai) + P(A,+I)-1 [From (*)] 

i= 1 
r 

~. 1: P(Ai)-(r-l)+ P (A,+I)-1 [From (**)] 
'i= 1 

r+ ~ r+ 1 
=> p ( (i Ai) ~ 1: P (Ai) - r 

i=1 i=1 
~ (4·7) is true for n = r of 1 also. 
The result now follows by the principle of mathematical induction. 
(b) Applying ~ inequality (4·7) to·the eventsAI,'Al, ... , A~, we get 

P v'\1 (i A1 (i •••. (i·iW ~ [P (AI) +P (A~) + ... t P (ii,)] - (n - 1) 
= (1- P(AI)] + (1- P(Al )] + ... + [1 - P(A,,)] -.(n.- 1) 
= .. - P (AI) - P (Al ) - •.• - P (A,,) 

~ P (AI) + P (A2) t .. + P (A,,) ~ 1 - P (AI) li Al (i ••• "r\ A..). 
= 1 - P (ii, U Al U ... u It,,). 
= P (AI U Al U •.• u A,,) . 

~ P (AI uAl U ••. uAJ ~P (AI) +P (Al) + ... +P (A,,) 
as desired. 

Aliter ror (b) i.e., (4·78). We have 
P (AI U Ai)'= P (AI) + P (Al) - P (AI (i Al) 
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~ P (AI) + P (Al) [ .: P (AI () A1) ~ 0 ] 
Hence (4·7a) is true for n = 2. 
Let us now suppose that (4·7a) is true for n=r. (say). SO that 

Now 

r r 
P ( U Ai) ~ ~ P (Ai) 

;=1 i=1 

r+ 1 r 
P ( u Ai),= P ( u Ai U Ar+ I) 

i:=1 ;=1 
r 

~P ( u Ai) + P (Ar+I) 
i= 1 

r 
~ .1; P (Ai) + P (A,+ I) ,= 1 

r+ 1 r+ 1 
.~ P ( U Ai) ~ I P (Ai) 

;=1 i=1 

... ( .... ) 

[Using (***)] 

Hence if (4·7a) is true for n=r, then it is also true for n=r+1. But we have 
proved in (* .. ) that (4·7a) is true for n=2. Hence by mathematical induction we 
conclude that (4· 7a) is tole for all positive integral values of n. 

Theorem 4·8. For n events Al, A20 •.•• A.. 
/I II 

P [ u Ad ~ ~ P (Ai) - I . P (Ai () Aj) 
i=1 ;=1 ISi<jSII 

[Delhi Univ. B.sc. (Stat Hans.), 1986] 
Proof. W~ shall prove this theorem by the method of induction. 
We know that 

P (AI u Al u A3) = P (AI) + P (Al) + P (A3) 
- [P(A I () A1) + P(A1 () A3) + P(A, () AI)] + P(AI· () Al () A,) 

3 ~ . 
=> P ( u A;) ~ 1; P (A;) - ~ P (Ai () Aj) 

i=1 i=1 ISi<jS3 
Thus the result is true for n=3. Let US now suppose that the result is true for 

n=r (say). so that 
r 

P( \..J.Ai)~ I P(Ai)- ~ P(Ai()Aj) ... (*) 
i='1 i=1 ISi<jSr 

Now 
r+ 1 ,r 

p( U Ai)'=P( u AiUA,+I) 
i= 1 ;.'1 

r r -
= P ( U ,Ai) + P (Ar+ 1) - P [( U Ai) () A,+ t1 

i=1 i=1 



TbeGl'Y or Probability 
\ 

r. r 
=P( u A;)+P(A,+i)-P'[ u (AinA,+I)] 

i=1 i=1 

~- [ f P (Ai) J D: P (Ai n Ai)] 
i = liS i <j < r 

r . 

4·35 

+ P (Art.) - P [ u (A; n A,+.)] 
" i= 1 

From Bool:'s inequality-(c/' Theorem 4·7 page 4·33), we get 

. .. ( .. ) 
[From (.)J 

r r 
P [ U (Ai nA,+I)] ~ E P (A; n A,+I) 

i=I' i=1 

r r 
::::::> -P[ u (AIAA,.I)]-~ - E P(Ai-nA,.I) 

i=1 i= 1 
:. From ( •• ), we get 

r+'1 r+ 1 r 
P"( u A;),~ E P (Ai) - ~ P (Ai r\ Ai) - E P (Ai n A,+ d 

i=1 i=L ISi<jSr i=1 
r+ 1 r+ 1 

::::::> :p ( u t\i) ~ 1) P (Ai) - D: P (Ai n Ai) 
i=1 i=1 ISi<jS r+1 

Hence, if the theorem is true for n = 'i. it is also true f<}r n = r + 1 .. But we have 
seen that the result is true for n. = 3. Hence.~y mathematical inductiQn. the result 
is true for all positive integral values of n. 

4·7. M.ultiplicatioD Law or Probability and Conditional Probability 
Theorem 4·8. For two events A and B 

P (A n B) = P(A). P(B I A) .. P(t\) > 0 } 
= P(B) • P(A I B). P(B) > 0 .•• (4·8) 

where P(B I A) represents the conditional probability of (,ccurrence of B when the 
event A has already happe~ and P(A I B) is the conditional probability of 
/wppening of A. given thai B has already happened. 

Proor. 
P(A)= n(A) ; P{B)= n(B) and P(AnB)= n(AnB) (.) 

n (5) n (S) n (5) 
For the conditi~~ ~vent A I B, the favourable outcomes must be one of the 

sample points of B. i.e .• for the eVer)t A I B. the sample space is B and outof the 
n(B) sample points, n(AnS) pertain to the occurrence of the event A. Henc~ _ 

P (A I B) = n (A n B) 
. - n(B). 

Rewri~ng.(.). we get 

P (A n B) = : ~~: n ~A(;:) = P (8) . P (A I B) 

module 3
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Similarly we can prove: 

P(A (lB)= :~~~ . n(:(~)B) = P(A) • P(B I A) 

_P~n~ . ~P0(l~ 
Remarks. 1. P (B I A) - P (A) and P (A I B).-, P (B) 

Thus the conditional probabilities P (B I A) and P (A I B) are defined if and 
only if.P(A)¢ 0 .andP(Bj:F O •. respectively. 

2. (i) For P(B) >0. P(AIB)~P(A) 
(li) The conditional probability P (A I 8) is not dermed if P (B) = O. 
(iii)P(B I B)= 1. " 

3. Multiplication Law of Probability for Independent Events. If A and B 
are independent then . 

P (A I B) = P (A) and P (B I A) = P (B) 
Hence (4·8) gives: I 

P (A (l B) = P (A) P (B) ... (4·8a) 
provided A and B are independent. 

4·'·1. Extension of MultiplicatiQn. Law of Probability. For n events 
Alo Al ..... A •• we have 

P (AI () Az () ... () A. ) = P (AI) P (Az I AI ) P (A, I AI (l Az ) ... 
x P. (A. I AI (l Az (l, ... (l A._I) ... (4·8b) 

where P (Ai I Aj ri .4. (l ••• (l A, ) represents the conditional profJabiliry of the 
eveni Ai given that ihe events Aj. At .... ; A, ~ve alreiuit happened. 

·Proof. We· have for three' events Alo Az, and .4, .' 
P (AI (l Az (l A, ) = P [AI () (Az () A,)] ., 

= P.(AI) P (Az(l A, I At) . 
= P (Al')'P'(Az I AI) P (A, I AI f'I Az) 

Thus we find that (4·8b) is trUe for 1i=2,and n=3. Let us sUpPose'that (4·8b) is 
true tor n=k, so that 

:P (AI (l Az h ... (lAt):::!'p (AI) P (Azi Ai) P (A, I AI ()Az) 
... P (At I· AI·t\.41 (l ... (l AI-I) 

Now 
P [(AI (l Al (l ... (l.4.) (l .4.+ I] = P (AI (l Az (l ... (l AI) 

, xP (Ahd AI (lAl(l ... (l.4.) 
= P (AI) P (Al \' Al) ... P (.4.1 AI (lAl(l ... (l AI-I) 

X p(At+lIAI(lAl(l ••• KA,) 
Thus (4·8b) is ·true for 'n=k+l aiso. Since (4;Sb) is true for n=2 and ri=3;'by 

the principle of'mathematical induction, it follows that (4·8b) is true (or all-pOsitive 
integral values of n. 

Remark. If AI, Az, .... A. are independent events then 
P(Al I AI) = P (Al). P (A, I AI (l All = P (A,) 

... P (A. I A I () Az (\ .... () A.. -I) = P (AJ 
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Hence (4·8b) gives : 
P (AI n A2 n .,. n A.) = P (AI) P (A2 ) ... nj' (A. ) , ... (4·8c) 

provided At, A2, ••• , A. are independent. 
Remark. Mutually Exclusive (Disjoint) Events and Independent'~vents. 

Let A and B be mutually exclusive' (disjoint) events with positive probabilities 
(P (A) > 0, P (B) > 0), i.e., both A and B are possible events such that 

AnB= ~ ~ P(AnB)= P(~)= 0 ... (i) 
Fui1her, by compound probability theorem we have 

P (A n B) = P (A) . P (B I A) = P (B) .P (~ I B) ... (ii) 
SinceP (A) "# 0; P (B)"# 0, from (i) and (U) we get 

P (A I B) = 0·"# P (A) , P (B I A) = 0"# p' (B) ... (iii) 
~ A and B are dependent events. 
Hence two possible mutually disjoint events are always dependent (not inde­

pendent) eventS. 
However, if A and B are independent events with P (A) > 0 and P (II) > 0, 

then 
P (A n B) = P (1\) P (B) "# 0 

~ A and B cannot be mutually exclusive. 
Hence two independent events (both o/which are possible events), cannot be 

mutually disjoint. 
4·'·2. Given n independent events AI, (i =1.,2, ••• ,n) with respective prob­

abilities or occurrence pi, to find the probability or occurrence or at least ont 
orthem. 

We have 
P (Ai) = Pi ~ P (A~) = 1-Pi; i = 1,2, ... , n 

[": (AI uA2 u ... u A.) = (AI nA20 .... nA.) (De-Morgan's Law)] 
Hence the probability of happening of at least one'of the events is given by 

P(AI .uA2u .... uA.)'= 1-·P(AI '.JA2u, .. uA.) ... (.) 

= I-P(AI nA2n ... nA .. ) 
= 1-P (AI) P (A2) t •• P (A.) ... (**) 

lcf Theorem 4·14 page4·4P 
= 1 - [(1 - PI) (1- P2) ... (1 - ,p.)] 

[ 
n n n 

::;: L Pi - LL (Pi Pi) + LLL (Pi Pi Pt) 
i=l i,j=l i,j,le=1 

i<j i<j<k 

•... + (- lrl (PIPl ... P.)] 
Remark. The resul~ in (.) and ( .. ) are very important and are used quite often 

in numerical pl'Qblems. Result (.) .stated in words gives: 
l' [happening.of at least one of th~ events A .. A2 • ... , A. ] 

=1 -P (none of the events At, A2, ••• ,A. hap~ils) 
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or equivalently, 
P {none of the given events happens} 

= 1 - P {at least one of them happens}. 
Theorem 4·9. For any three events A, Band C 

P (A uBI C) = e (A I C) + P (B I C) - P (A n B I C) 
Proof. We have 

P(AuB)= P(A)+ P(B)- P(AnQ) 
~ P[(A n C) u (B n C) ] = P (A n C) + P (B n C) - P (A n B n C) 

Dividing both sides by P (C), we get 

P[(A n C) u (B n C)] = P(A n C)+P(B n C) - P(A nB n.C) P(C) 0 
P(C) P(C)' > 

_ P(A n C) P(B n C) P(A nB nC) 
- P(C) + P(C) .. ' - P(C) 

~ P [(A u B ) n C] = P (A I C ) + P ( B I C ) - P ( A n B Ie) 
P (C) 

~ P [(A u B )J C] = P (A I C J + P (B I C ) - P (A n B I C ) 

Theorem 4·10. For any three events A,B and C 
P (A n B I C) + P (A n B I C) = P (A I C) 

Proof. P(AnBI C)+ P(AnBI C) 
_ P(AnBn C) P(AnBnC) 
- P(C) + P(C) 
_ P (A n H n 9 + P (A n B n C) 
- P(C) 

= P(AnC)= P(AIc) 
P (C) 

Theorem 4·11. For a fued B with P (B) > 0, P (A 18) is a probability 
IUlletion. [Delhi Univ. B.Sc. (Stat. HODS.), 1991; (Maths Hons.), 1992] 

Proof. 

n P (A I B-) = P (A n B) ~ 0 
I P (B) 

( . ') P (S I B) = P (S n Bl = P (B) = 1 
II P (B) P (B) 

(iii) If (All) is any finite or infinite sequences of disjoint events, then 

P [( u A.) n B ] P [( u A.. B ) ] 
/I /I 

P [,; AlliS] = . P(B) = --P-(B-)--

L P(AIIB) 

= /I = ~ r P (All B)] = ~ P (A I B) 
P (B) ~ l- P (B) ~ • 

Hence the theorem. /I /I 
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Remark. For given B satisfying P(B) > O. -the conditional probability 
pr'IB] also enjoys the same properties as the unconditional probability. 

For example, in .the usual notations, we have: . 
(I) P [cjl 1 H] :: () 

(ii) P [ArBr= 1- P;[A 1 B}' 
n n 

(iii) P[u A; I B] = £ peA; IB], 
i=1 ;=1 

where A l' A2, ... , An are mutually disjoint events. 
(iv) P(A 1 u A2 I B) = P(A liB) + P (A 2 1 B) - P(A 1 A2 I B) 
(v) If E c F, then P(E I B) S P(F I B) 

and so on. 
The proofs of results (iv) ,md (v) are' given in theorems 4·9 and 4'13 

respectively. Others m:e left as .exercises to the reader. 
Theorem 4·12. For any three events. A. Band C defined on the sample 

space S such that B c C and P(.4) > 0, 
P(B 1 A) ::; P(C 1.4) 

P(CnA) 
Proof. P(C 1.4) == P(A) (By' definition) 

== 
P{B0Gf":IA)u(BnCnA) 

P(A) 

P[Bnc'nA) + P(BnCnA) . . 
== P(A) - f!(A) (Usmg aXIOm 3) 

= P[(BnqA)+(BnCnA)] 

Now B c C => B n C = B 

" P(CIA) ==P(B IA)+ P(BnCIA) 

=> P(C 1 A) ~ P(B IA) 
4·7·3. indc))endent E,'cnts. An event B is said to be independent (or 

statistically independent) of event A, if the conditional probabili~v of B given 
A i.e., P (B 1 A) is equal to the unconditional probahiliiy of B, i.e., ({ 

P (B 1 A) == P (B) 
Since 

P (A n B) == P (B 1 A) P (A) = P (A 1 B} P (B) 
and since P (B 1 A) = P (8) when 8 is independent of A, we mLlst have 
P (A 1 B) = P (A) or it fqIlows that A is also independent of B. Hence the 
events A and B are independent jf and only if . 

P (A n 8) = P (A) P (B) ... (4'9) 
4·7'4. Pitil'1vise Indc,)cndcnt El'ents 
Dcfinition. A set of events AI' .42' ••• , An are said to be pair-wise independent 

if P(A;nAj )==P(A;)P(.9 rt i*j ... (4'10) 
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4·7·5. Conditions for Mutual Independence of n Events. Let S denote the 

sample. space for a number of events. The events in S are said to be mutually 
indepdendent if the probability of the simultaneous occurrence of (any) finite 
number of them is equal to the product of their separate probabilities~ 

If Al , Az, ... , A. are n events, then for their mutual independence, we should 
have 

(i) P (Ai (') Aj) = P (Ad P (Ai), (; # j ; i., j = 1,2, ... , n) 
(ii) P (Ai (') Aj(') AI) =P (Ai) P (Aj) P (AI), (i # j #k; i;j; k= 1,2, "',!l) 

P (Al nAz (') .,. (') A. ) = P (Al ,P (Az') ... P(A. ) 
It is interesting to note that the above equations give respectively 

·Cz, ·C3; ... , ·C. conditions to be satisfied by Al , .4z, ... , A •. 
Hence the total number of conditions for the mutual independence of 

Al , Az, ... , A. is ·Cz + ·C3 + ... + ·C •. 

Since ·Co + ·Cl + ·Cz + ... + ·C. ~ 2- , we get the required number of conditions 
as (2·-I-n). 

In particular for three events Al , Az and A3, (n = 3), we have the following 
23 "" 1 .!.. 3 = 4, conditions for their mut~ independence. 

P (Al (') Az) = P (Al) P (Az) 
P (Az (') A3) = P (Az) P (A3) 
P (Al (') A3) = P (Al) P (A3) 

P (.-41 (') Az (') A3) = P (Al) P (Az) P (A3) ... (4·11) 
'Remarks. 1. It may be observed that pairwise or mutual independence of 

events Al , Az, ... , A., is defined only when P (Ai)# 0, for i =1, 2, ... , n. 
2. If the events A and B are' such that P (Ai) #'0, P (B) # 0 and!i is 

independent of B, then B is independent of A. 
Proof. We are given that' 

P (A I B) = P (A) 

P (A (')B) P (A) 
P(B) 

P(AnB) = P(A) P(B) 

P (.8 (') A) = P (B) 
P(A) . 

=> P (B I A) = P (B), 
[ .: P (A) # 0 and A (') B = B n A] 

which by definition of independent events, means that B is independent of A. 
3. It may be noted that pairwise independence of events does not implY tbeir 

mutual independence. For iilustrations, see Ex~ples 4·50 and 4·51. 

Theorem 4·13. If A and B are independent events then A a1l{1 B are also 
independent events. 
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Proof. By theorem 4·4, we have 
P(AnIi)= P(A) - P(ArlB) 

= P ( ~) - P (A ) P ( B) [.: A and Bare independenO 
= P(A) [l-P(B)] 
= P(A) P(Ii) 

~ A and ii are independent events . 
Aliter. P(A nB)=P (A) P (B) =P (A)P (B IA) =P (B)P (A IB) 
i.e., P (B 1 A) = P (8) => B is in4ependent of A. 
also P (A 1 B) = P (A) => A is independent of B. 
Also P (B 1 A) + P (Ii 1 A) = 1 => P (B):+- P (Ii 1 A) = 1 
or P (Ii 1 A) = 1 - P (B) = P (Ii) 
:. Ii is independent of A and by symmetry we say that A is independent of 

H. Thus A and Ii are independent events. 
Remark. Similarly, we can prove that if A and B are independent events then 

A and B are also independent events. 
Theorem 4·14. If A f!nd B are independent events then A and Ii are also 

independent events. 
Proof. We are given P (A n B) = P (A) P (B) 
Now P eft n B) == P (A u B) = 1 - P (A u B) 

= 1 - [P(A) + P(B) -: P(A nB)] 
= 1 - [P(A) + P(B)"- P(A)P(B)] 
= 1 - P(A) - P(B) + P(A)P(B) 
= [1 - P(B)] - P(A) [l-P(B)] 
= [1-P(A)l[l-P'(B)] =;P(A)P(B) 

:. A 'and B are independent events . 
Aliter. We know 

P(AIB) + P(AIH)= 1 
=> P(AIB) + P(A)= 1 , (c.fTheorem4·13) 
=> P(Alli) = 1 - f.(A) = 'J>(A) 
. . A and Jj are independent events. 
Theorem 4·15. If A, B, C are mutually independent events then A u B and C 

are also independent. 
Proof. We'are required to prove: 
P[(AuB)nC] = P(AuB)P(C) 
L.H.S. = P [( An C) u (p n C)J tDistributive Law] 

= P(AnC) + P(BnC) - P(AnBnC) 
= 'P (A)P (C)' + P (B)P (C) - P (A)P (B)P (C) 

[.,' A, B and C are mutua1Iy independent] 
= P(C) [P(A) + P(B) - P(AnB)J ' 
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= P ( C) P ( A u B) = R.H.S. 
Hence ( A u B ) and C are independent. 
Theorem 4·16. If A, Band C are random events in a sample space and if A, 

B andC are pairwise independent and A is independenfo/( B u C), thenA,B and 
C are mutually independent. 

Proof. We are given 

P(BnC)= P(B)P(C) 
P(AnB)= P(A)P(B) ) 

P (A n C) = P (A) P ( C) ... (.) 
P[An(BuC)] = P(A)P(BuC) 

Nc..... P [A n (B u C)] = P [ (A n B) v( An C) ] 
= R (A nB) + P (A n C), - P [A nB )·n (A n C)] 
= P (A) . P (B) + P (A ) . P ( C) - P (A n B n C) ... ( .. ) 

and P (A)P (B u C) = P (A)[P (B) +P (C) -P (B n C)] 
= P (A). P (B) + P (A) P (C) - P (A) P (B n C) ... ( ••• ) 

From ( .. ) and ( ••• ), on using (.), we get 
P (A n B n C)=P (A)P(B n C) =P (A) P (B) P (C) 

Hence A, B, C are mutually independent. 
Theorem 4·17. For any two events A and B, 

P (A nB )~P (A )~P (A uB )~P (A )+P(B) 
[PatDa Univ. B.A.(Stat. HODS.), 1992; Delhi Univ. B.Sc.(Stat. Hons.), 1989] 

Proof. We have 
A=(AnB)u(AnB) 

Using axiom 3, we have 
P (A )·=P [(A nB) u (AnB)] =P(A nB)+P(A nB) 

Now P [(A nB) ~ 0 (From axiom 1) 
.. P(A)~ P(AnB) .. (.) 
Similarly P ( B ) ~ P ( A n B ) 
:::) P(B)-·P(AnB)~ 0 
Now P(AuB)= P(A)+[P(B)-P(AnB )] 
•. P(AvB)~ P(A) :::) P(A)~ P(AuB) 
Also P(AuB)~ P(A)+ P(Bt 
Hence from (.), ( •• ) and ( ••• ), we get 

P(AnB)SP(A) S P(AuB)~ P(A)+ P(B) 
Aliter. Since An B c A, by Theorem 4·6 (ii) page 4·30, we get 

P (A n B ) S P ( A ). 
Also A c (A u B) :::) -p (A) S P (A u B) 

P (AuB )=P(A )+P (B )-P (AnB) 

... ( .. ) 
... ( ... ) 

[From ( .. )] 

SP(A)+P(B) [.: P (A nB) ~O] 
Combining the above results,y.'e get 

P(AnB)SP(A) S P(AuB)S P(A)+ P(B) 
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Example 4·12. Two dice, one green and the other red, are thrown. Lei A be 
the event that the sum of the points on the faces shown is odd, and B be the event 
of at least one ace (number' I'). 

(a) Describe the (i) complete sample space, (ii) events A, B, Ii, An B, 
Au B, and A n Ii and find their probabitities assuming that all the 36 sample 
points have equal probabilities. 

(b) Find the probabilities of the events: 
(I) (A u Ii) (ii) (A n B) (iii) (A n B) (iv) (A n B) (v) (A n Ii) (vi) (A u B) 

(Vil)(A U B)(viil) A n (A u B )(it) Au (it n B )(x)( A / B) and (B / A ), and 
(xi)( A / Ii) and ( Ii -/ A) .. 

Solution •• ( a) The sample space consists of the 36 elementary events . 
(I,I) ;(1,2);(1,3) ;(1,4);(1,5) ;(1,6) 
(2, 1) ; (2, 2) ; (2, 3) ; (2, 4) ; (2, 5 ) ; (2, 6 ) '-
(3, 1) ; (3,2) ; (3, 3) ; (3,4) ; (3, 5 ) ; (3,6) 
(4,1) ;(4,2);(4,3) ;(4,4);(4,5);(4,6) 
( 5, 1) ; (5, 2) ; (.5, 3) ; (5,4) ; (5, 5 ) ; (5, 6 ) 
(6, 1) ; (6, 2) ; ( 6, 3) ; (6, 4) ; (6, 5 ) ; (6, 6 ) 

where, for example, the 'ordered pair (4, 5) refers to the elementary event that the 
green die shows 4 and and the r~ die shows 5. 

A = The event that the sum of the numbers shown by the two dice is odd. 
= ( ( 1,2); (2, 1 ) ; (1,4) ; (2,3) ; (3,2); (4,1 ) ; ( 1,6); (2,5) 

(3,4) ; ( 4,3) ; (5,2) ; (6, 1 ) ; ( 3,6); (4,5); (5,4); (6,3) 
( 5, 6 ) ; ( 6 , 5)} and therefore 

P (A) = n (A) = ~ 
n (Sj 36 

B = The event that at least one face is 1, 
= ( ( 1, 1) ; (1,2) ; (1,3) ; (1,4 ) ; (1,5) ; (1,6) 

( 2, 1) ; (3, 1) ; (4, 1) ; (5, ,1) ; (6, 1 ) ) and therefore 

P (B) = !!.@. = .!! 
n(S) 36 

B = The event that each of the face obtained is not an ace. 
= { (2,2); (2,3); (2,4); (2,5 -); (2,6); (g, 2 ); (3,3); 

(3,4) ; (3,5) ; (3,6); (4,2) ; (4,3); (4,4) ; ( 4,5) ; 
(4,6); (5,2)·; (5,3); (5,4); .("5,5)'; (5,6); (6,2) ; 
( 6, 3) ; (6,4) ; (6,5); (6,6) -f and therefore 

P (Ii) = n (Ii) = 25 
n (S) 36 

A·n B = Ttte ~vent that sum is odd and at least one face is an ace. 
= { ( 1,2) ; (2, 1) ; ( 1,4) ; (4', 1) ; (I, 6) ; (·6, 1 )} 

. • P (A n B) = n (: (~) B) :6 = i 
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A () B = { ( 1,2) ; (2; 1) ; (1,4) ; (-2,3) ; (3,2) ;.( 4,1) ; ( 1,6) ; (2,5) 
( 3,4) ; (4,3) ; (5,2) ; (6, 1 ); (3; 6); (4,5); (5,,4); (6,3 ) 
( 5,6) ; (6,5); (1,1) ; (1,3) ; (1, 5 ); (3, 1) ; (5,1 ) } 

• P ~A B) = n (A u B) == 23 
.. \ U n (S) 36 

A ("I B = { ( 2, 3 ) ; ( 3, 2 ) ; ( 2, 5 ) ; ( 3,4) ; ( 3, 6 ) ; ( 4, 3 ) ; ( 4, 5 ) ; ( 5, 2) 
( 5,4) ; (5,6); (6,3); (6,5) J 

(b) (i) 

(ii) 

(iii) 

(iv) 

(v) 

(vi) 

P(A("IB)= n(A("IB)=Q=.! 
n (S) 36 3 

P (A u B) = P (};riB) = 1 - P (A ("I B) = 1 - ! = ~ 
6 6 

, 23 13 
P (A ("I B) = P~) = 1 - P (A u B) = 1- - = -

36 36 
- 18 6 12 I P(A("IB)= P(A)- P(A("IB)=-- -= -=-

3636363 
IA 11 6 S P V'l n B) = P (B) - P (A ("I B) = - - - = -

36 36 36 
-r=-n I S P (It ("I D) = 1 - P (A ("I B) = 1 - - = -

6 6 
P (A u B) = P (A) + l' (B) - P (A ("I B) 

36 36363 
= (1 -.!!)+ .!! - 2- = ~ 

(vii) P ~) = 1 - P (A u B) = '1 _ 23 = Q 
36 36 

(viii) P,[A ("I (A u B)] = P,[(A ("lit) u (it ("I B)] 

= P(AnB)= 2-
36 

(a)P [A u (A ("I B) ] = P (A) + P (A ("I B) - P (Ii ("I A ("I B) 
"T 18 S 2J = P (A) + P ( It ("I B) = 36 +, 36 = 36 

P (A I B) = P (A ("I B) _ ~ = .!. 
~. P (B) IJn6 11 

I P(A("IB) ~ 6 1 
P (B A) = P (it) 1~6 = Ii = 3 

(x) 

(xi) P (A I B) = P (it ("I B~ = 1¥36 = 13 
P(B) ~ 2S 

P (8 I it) = P (A ("I B) = I~ = 13 
P(A) I~ 18 

Example 4·13. If two dice are thrown, whot is the probobility thot the sum is 
(a) greater thon 8, and (b) neither 7 nor II? 

Solutio~. (a) If S denotes the sum; on the two dice, then we want P(S > 8). 
The required event can happen in the following mutually eXclUSive ways: 
(i) S = 9 (ii) S = 10 (iii) S= 11 (iv) S = 12. 
Hence by addition theorem of probability 

P(S> 8) =P(S=9>.+P(S= 10)+P(S= l1)+P(S= 12) 
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In a throw of two dice, the sample space contains 62 =36 points. 
The number of favourable cases can be enumerated as follows: 

S = 9 : (3,6), (6, 3), (4, 5 ), (5,4), i.e., 4 sample points. 
4 . 

P(S=9)= 36 

S =10: (4,6), (6,4) , (5,5), i.e., 3 sample points. 
P(S:lO)=1.. 

,36 
S =11: (5,6), (6,5), i.e., 2 sample points. 

2 P(S= 11)= 36 

S =12: (6,6), i.e., 1 sample point 
1 

P (S= 12)= 36 

4 3 2 1 10 S 
.. P (S > 8) = 36 + 36 + 36 + 36 = 36 = Ii 

4·45 

(b) letA denote the event of getting the sum of7 and B denote the event of 
getting the sum of 11 with a pair of dice. 

S = 7 : (1,6), (6, 1), (2, 5), (5,2), (3, 4), (4, 3), i.e., 6 distinct sample 
points. 

S · 6 1 P(A)= P( =7)= .-=-
36 ,6 

2 1 
S =11 : (5,6), (6,5), P (B) = P (S =11) -36 = 18 

•• Required probability = P (A n 11) = 1 - P (A 'u B) 
= 1- [P·(A)+ P (B)] 

( '.' A and B are disjoint events ) 
1 1 7 = 1----=-
6 18 9 

El(ampie 4·14 •. 411 urn t:tml7.IiM 4 tickets numbered 1, 2, 3" 4 and another 
contains 6 liclcets numbered 2, 4, 6, 7, 8, 9. If one 0/ the two urns is chosen aI , 
random and a ticlcet is drawn at random/rom the chosen urn,find the probabiliJ;es 
that the ticket drawn bears the number (i) 2 or4, (ii) 3, (iii) lor 9 

.[Calicut Univ. B.sc.,1992] 
Solution. (i) Required event can happen in the following mutuallyexcJusive 

ways: 
(I) First urn is chosen and then a ticket is drawn. 

(1/) Second ~ is chosen and then a ticket is drawn. 
Since the probability of choosing any urn is l,1, the required probability 'p' is 

given by 
p = P (I ) + P (II) 

1 2 1 2 5 =-x-+-x-=-
2 4 2 6 12 
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( "J R " d . bab'l' 1 1 1 0 1 II equlfe pro 1 lty = '2 X '4 + '2 X ="8 

( .: in the 2nd urn there is no ticket with number 3) 

"'J n . d babil' 1 1 1 1 5 (lll ~equlfe pro lty= -x -+ -x -= -
2 4 2 6 24 

Example 4·15. A card is drawn from a well-shuffled pack 0/ playing cards. 
What is the probability that it is either a spade or an ace? 

Solution. The equiprobable sample space S of drawing a card from a well­
shuffled pack of playing cards consists of 52 sample points. 

If A and B denote the events of drawing a 'spade card' and 'an ace' 
respectively then A consists of 13 sample points and B consists of 4 sample points 
so that, 

13 4 
P(A)= 52 and P(B)= 52 

The compound event A n B consists of qnly one sam1)le point, viz .• ace of 
spade so that, 

P(AnB)= 5~ 
The probability that the card <trawn is either a spade or an ace is given by 

P(A uB)= P(A)+ P(B)- P(A nB) 
13 4 1 4 

= 52 + 52 - 52 = 13 
Example 4·16. A box COfitains 6 red. 4 white and 5 black balls. A person draws 

4 balls/rom the box ,at ralidom. Find the.probability that among the balls drawn 
there is at least one ball of each COIOUT. (Nagpur Univ. B,Sc., 1992) 

Solution. The required event E that 'in a draw of 4 balls from .tte box at 
random there is at least one ball of each colour'. can materialise in the 
following mutually disjoint ways: 

by 

(iJ 1 Red, 1 White, 2 Black balls 
(iiJ 2 Red, 1 White, 1 Black balls 
(iii) 1 Red, 2 White, 1 Black balls. 

Hence by the ad<Ution theorem of probability, the required probability is given 

P (E) = P (I) + P (ii) + P (iii) 
= 6C1 x ·C1 X sCl + 6Cl X ·C1 X SCI + '6CI ){ ·Cl X SCI 

uC. ISC. ISC. 

= 7s- [ 6 x 4 x 10 + 15 x 4 x 5 + 6 x f x 5 J 
C. 

4' [ ] 
= 15 x 14 x 13 x 12 240 + 300 + 180 

24x7W 
= 15 x 14 ~ 13 x 12 = 0·5275 
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Example 4·17. Why does it pay to bet consistently on seeing 6 at least once in 
4 throws of a die, but not on seeing a-double six at least once in 24 throws with two 
dice? (de Mere's Problem). 

Solution. The probability of geuing a '6.' in a throw of die =1/6. 
:. The probability of not geuing a '6 ' in a throw of die 

=1 - 1/6 = 5/6 . 
By compound probability theorem, the probability that in.4 throws of a die no 

'6' is obtained = (5/6)4 
Hence the probability of obtaining '6' at least once in 4 throws of a die 

~ 1 - (5/6)4 = 0·516 
Now, if a trial consists of throwing two dice at a time, men the probability of 

getting a 'double' of '6' in a trial = 1/36 . 
Thus the probability of not geuing a 'double of 6 ' in a trial = 35/36. 
The probability that in 24 throws, with two dice each, faO 'double of 6' is 

obtained = (35/36)24 
Hence the probability of geuing a 'double of·6' at least once in 24 throws 

= 1 - (35/36)2A = 0·491. 
Since the probability in the fast case IS g~ter than the Pf9babili~y in the 

second case, the result follows. 
Exampie 4·18. A problem in Statistics is given to the three students A,B and 

C whose chances of solving it are 1 / 2 ,3 /4 , and 1 /4 respectively. 
What is ,the probability that the problem will be solved if all of them try 

independentiy? [Madurai Kamraj Univ. B.Sc.,1986; Delhi Univ. B.A.,I991] 
Solution. Let A, B, C denote the events that the problem is solved by the 

students A, B, C respectively. Then 
i 3 I 

P(A)= 2' P(B) = 4 and P(C\= 4 
The problem will be solved if at least one of them solves the problem. Thus 

we have to calculate the probability of occ~ence of at least one of the three events 
A , B , C , i.e., P (A u B u C). 

P (A uB u C) =P (A)+P (B)+P (C)-P-(A ("\B)-P (A ("\ C) 
- P (B ("\ C) + P (A n B nC) 

= P (A) + P (B) + P (C) - P (A) P (B) - P (A) P (C) 
- P (B) P (C) + P (A) P (B) P (C) 

1 3 1 = -+ -+ -2 4 ~ 

29 
- 32 

( ... A , B , C are independent events. ) 
1 3 
2 . 4 
1 1 
2 ·4 + 

3 1 
4·4 
1 3 
2 ·4 

1 
4 
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Aliter. P (A vB vC)= 1- P (AvB vC) 
= I-P(AfiBfiC) 
= 1- P(A)P(B)P(C) 

= 1-(1-4)(1-~)(1-~) 
29 

- 32 
Example 4·19. If A fiB =~, then show that ... (*) 

Solution. 

::) 

P(A) ~ P (B) 
[Delhi Univ. B.sc. (Maths Hons.) 1987] 

We have 
A = (A fi B) v (A fi B) 

= ~ v (A fiB) 
=AfiB 

A~B 
P (A) ~ P(jj) 

[Using *] 

as desired .. 
Aliter. Since A fiB =~, we have A cB, which Uraplies thatP (A) ~P (Ii). 
Example 4·20. Let A and B be two events such that 

3 5 
P (A) = - and P (B) = -

4 8 
shOw that 

(a) P(AuB~ ~ ~ 

(b) ~~P(A fiB) ~~ 
[Delhi Univ. B.sc. Stat (Hons.) 1986,1988] 

Solution. (i) We have 
A c (A vB) 

::) P (A) ~ P(A v B) 

::) ~ ~ P(AvB) 

3 
::) P(A vB) ~ 4 

(ii) 

Also 

AfiB ~ B 
5 

P(A fi B) ~ P (B) = i 
P ( A IV !J ) = P (A) + P (B) - P ( A fi B ) ~ 1 
3 5 4+ 8-,1 ~ P(AfiB) 

... (i) 
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6+ ~ - 8 ~ P (A n B) 

~ ~P (A nB) 
... (ii) 

From (i) and (ii) we get 

~ ~ P (A nB) ~ ~ 
Example 4·21. (ChI!bychl!v's Problem). What is thl! chance that two numbers, 

cll()sen at random, will be prime to each othl!r ? 
Solution. If any number' a' is divided by a prime number 'r' , then the possible 

remainders are 0" 1,2, ... r-1. Hence the chance that 'a' is-divisible by r is 1/r 
(beCause the only case fl;lvourable to this ,is remainder being 0). SiJllilarly, the 
probab.ility that any n,umber 'b' chosen at raQ<iom is divisible by r is 1/1'. Siqce 
the numbers a an4 b are chosen at randoq1, the PfQ!?ability th~ none of them is 
divisible by 'r' is given (by compound probability theorem) by : 

( 1 -; ) x ( 1 -; ) = ( 1 ~; J; r = 2, 3, 5, 7, '" 

Hence the required probability that the two numbers chosen at random are 
prime to each other is given by 

P = ~ ( 1 - ; J, where r is a prime number. 

6 
=2 

7t 
(From trigonometry) 

Example 4·22. A bag contains 10 gold and 8 silver coins. Two successive 
drawings of 4 coins ore made such that: 'm coins are repldced before thl! second 
trial, (ii) thl! coins are not replaced before thl! second trial. Find thl! probability 
that the first drawing will' give 4 gold and thl! second 4 silver ~oins. 

[Allahabad Univ. B.Sc., 1987] 
Solution. Let A denote the event of drawing 4 gold coins in the first draw and 

B denote the event of drawing 4 silver coins in the second draw. Then we have to 
fmd the probability of P ( A n B ). • 

(i) Draws with replacement. If the coins drawn in the first draw are replaced 
back in the bag before the second' draw then the events A and B are '~ndependent 
and the required probability is given (using the multiplication rule of probability) 
by the expression 

P(AnB)=P(A).P(B) ... (*) 
1st draw. Four coins can be drawn out of 10+8=18 coins in 18C4 ways, which 

gives the exhaustive number of cases. In order that all these coins are of gold, they 
Illust be drawn out of the 10 gold coins and this can be done in lOC4 ways. Hence 

P (A) = lOC4 I 18C4 
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2nd draw. When the coins drawn in the first draw ¥e replaced before the 2nd 
draw, the bag contains 18 coins. The probability Of drawing 4 silver coins in the 
2nd draw is given by P (B) = 8C. / 18C •• 

Substituting in (*), we have 
IOC4 8C4 

P(AnB)= - x-
18C. 18C4 

(ii) Draws without replacement. If the coins drawn are not eplaced back before 
(he second draw, then the events A and B are not independent and the required 
probability is given by . 

P(AnB)=P(A).P(B LA) ... (u) 

As discussed in part-(i), P (A) = 10C. / 18C •• 

Now; if the 4 gold coins which were drawn in the fIrSt draw are not replaced 
back, there are 18 - 4= 14 coins left in the bag and P (B I A) is the probability of 
drawing 4 silver coins from the bag containing 14 coins out of which 6 are gold 
coins and 8 are silver coinS. 

Hence P (B I A) = 8C. / I·C. 
Substituting in (**) we gl'!t 

IOC4 8C4 

P(AnB)=. ~ x IIC 
C4 • 

Example 4·23. A consignment of 15 record players contains 4 defectives. The 
record players ar:e selected at random, one by one, and examined. Those examined 
are not put back. What is the probability that the 9th one examined is the last 
defective? 

Solution, Let t4 be the ev~nt of gettipg ex~tly 3 defectives in-examination 
of 8 record players and let B the event that the 9th piece examined is a defective 
one. 

Since it is ~ problem of saQJpli{lg without replacement an9 since there are 4 
defectives out of 15 record players, we have 

- (4J (l1J 
P (A) = l3 . x l ~ 

~ - ~ (~J 
P (B ! A) = Probability that the 9th examined record player is defective given that 

there were 3 defectives in the fIrSt 8 pieces examined. 
= 1/7, 

siilce there is only one def~tive piece left amonglhe remaining 15 - 8 = 7 record 
players. 

Hence the required probability is 

P (A n B) = P (A) . P (B I A) 
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_ (j) X .( ~1) ! _ ~ 
- Ci) X 7 - 195 
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Example 4·24. p is the probability that a man aged x years will die ina year. 
Find the probability that out of n men AI. A2 • ••• , A. each aged x, Al will die in a 
year and will be thefirst to die. [Delhi Univ. B.sc., 1985) 

Solution. LetEi, (i = 1,2, ... , n) denote the event that Ai dies in a year. Then 
P (Ei) = p, (i = 1,2 •... , n) and P (Ed = 1 - p. 

The probability that none of n men AI. A2 • ... , A. dies in a year 
= P (EI h E2 f"l ... f"l E.) = P (EI) P (E2) '" P (E,,) 

(By compoilnd probability theorem) 
= (l-p)" 

. . The probability that at least one of AI. A2, ... , A", dies in a year 
= 1 -: P (El f"l E" f"l ... f"l E,,) = I - (1 - p )" 

The probability that among n men, AI is the flCSt to die is lin and since this 
event is independent of the event that at le~t one man dies in a year, required 
probability is 

.; [ I - (I - p)" ] 

Example 4·25.Thf! odds against Manager X settling the wage dispute with the 
workers are 8:6 and odds in favoUT of manager Y settling the same dispute are 
14:16. 

(i) What is the chance that neither settles the dispute, if they both try, 
independently of each other? 

(ii) What is the probability that the dispute will be settled? 
Solution. Let A be the event lha.t the manager X will settle the dispute and B 

be the event that the Manager Y will settle the dispute. Then clearly 
P (A) = _8 __ = i => P (A) = 1 - P (A) = ~ = 1 

8+6 7 14 7 
~ 7 11 16 8 

P (B) = 14 + 16 = IS => P ( ) = I - .P (B) = 14 + 16 = Is 
The required probability that neither settles the dispute is given by : 

P(Af"lIi)= P(A) x P(Ii'= i x ~= E-
. ' 7 IS lOS 

[Since A and B are independent => A and Ii are also independent] 
(ii) The dispute will be settled if at leaSt one of the managers X and Y settles 

the dispute. Hence the required probability is given by: 
P (A u B) = Prob. [ At least one of X and Y settles the dispute] 

= 1 - Prob. [ None settles the dispute] 
=1- P(Af"lB)= 1- E-=.!1.. 

lOS lOS 
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Example 4·26. The odds that person X speaks the truth are '3 :2 and the odds 
that person Y speaks the truth are 5:3. In what percentage of cases are they likely 
to contradict each other on an-identical poillt. 

Solution. Let us define the events: 
A : X speaks the truth, B : Y speaks.the truth 

Then A and Ii represent the complementary events that X and Y tell a lie 
respectively. We are given: 

and 

3 3 
P(A)= --= - ~ 

3+ 2 5 
5 5 

P(B)= --= - ~ 
5+ 3 8 

, 3 2 
P(A)~ 1- -=­

:5 5 
5 3 

PUi)= 1- -= -
8 8 

The event E thal' X and Y contradict ea~h other on an identical pomt can 
happen in the following mutually exclusive ways: 

(i) X speaks the truth and Y tells a lie, i.e., the event A n Ii happens, 
(ii) X tells a lie and Y speaks the truth, i.e., the event An B happens. 
Hen~e by addition .theorem of probability the required probability is given by: 

P (E) = P (i) + P (i,) = P (A n Ii) + P ('A n B ) 

= P ·(A) . P (Ii) + P ( A) .P (B) , 
[Since A and B are independent] 

= 1 x 1+ 1 x 1= .!2.= 0.475 
585840 

Hence A and B are likely to contradict each other on an identical point in 
~1·5% of,the cases. 

Example 4·27. A special dice is prepared such that the probabilities of 
throwing 1,2,3,4,5 and 6 points are: 

1- k 1 + 2k 1-·k 1 + k 1- 2k 1 + k 
-6-' -6-' -6-; 6-' -6-' and -6-

respectively. If two such dice· are thrown, find the probability of getting a sum 
equal to 9. [Delhi Univ. B.Sc. (Stat. Hons.), 1988) 

Solution~ Let (x, y) denote the numbers obtained in a thrown oflwo dice, X 

denoting the numbe~ on the flfStdice and.y denoting the number on the second dice. 
The sum S = x+y = 9, can be obtained in the following mutually disjo~t ways: 

(i) (3,6), (ii)(6, 3), (iii)(4,5), (iv)(5,4) 
Hence by addition theorem of probability: 
P(S = 9) = P(3, 6) + P (6, 3) + P(4, 5) + P(5, 4) 

=P~=~P~=~+P~=~P~=~+P~=~P~=~ 
+ P (x=·5)P ~=4), 

since the number on one dice is independent of th~ number on the other dice. 
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P (S = 9) = (~ - k) (I + k) (I + k) (I - k) (1- + k) (I - 2k) 
., 6'6 + 6'6 + 6' 6 

= 2 (\~k) I (l-k) + (l-2k) I 

1 = Is (I + k) (2 - 3k) 

+ (I - 2k) (I + k) 
6 . 6 
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Example 4:28. (a) A and B a/ternmeiy cut a pack of cards and·the pack is 
shujJ1ed after each cut. If A starts and the game'is continued until one ctas a 
diamond,' what are the respective chances of A and B first cutting a diamond? 

(b) One shot isfiredfrom each oft/Ie three guns. E., E2, E3 .d~fjote-tlze events 
that the target is hit by the firsJ. second and third gun respectively. If 
P (E:) = 0·5, P (E'2) = 0·6 and P (E3) = 0·8 and. E\, £2, E3 are independent 
events,find the probability that (a) exaGt/y one hit is registered,. (b) at/east two 
hits are registered. 

Solution. (a) Let 'E\ and E2, denote the events of A and £i cutting a diamond 
respectively. Then 

. 13 1 - - 3 
P (E\) = P (E2) = - = - ~ P(E\) = P (E2) = -52 4 . 4 

If A starts the game, he can firs~ cl,lt the diamond in the following mutually 
exclusive ways: 

(i) E\ happens, (it) E\ n E2 n E; happens, (iii) E\ n E2 n £\ n E2 n E\ 
happens, and so on. "ence by addition theorem of probability-, the probabiltly 'p. 
lhaL A first wins is given by 

p = P (j) + P (ii)+ P (iii) + ..... . 
= P (E\) + P (E\ n E2 n E\ ) + P (£~ n E2 n E\ n E2 n E\) + ... 
= P (Ed + peEl) P (E2) P (E\) + l' (E\)'P (E2) P (E~) P (£2) P (E\) -I- ••• 

(By Compou/k.{ Probability Theorem} 
1 331333 g 1 

= 4" + 4"' 4"' 4" + 4"' 4"' 4"' 4"' 4" + ..... . 
1 
·4 4 

=--9-=-=; 
1- 16 

The probapility thatB frrst cuts a diamond 
4' 3 = 1- p= 1- - = -7 7 

(b) We are given 
P (E\) = 0·5, P (E2) = 0·4 and P (E3) = 0·2 
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(a) Exactly one hit can be registered in the following mutually exclusive ways: 
(i) E\ ('\ E2 ('\ £3 happens, (ii) E\ ('\ E2 ('\ E3 happens, (iii) Ei ('\ El ('\ E3 happens. 

'Hence by addition probability theorem, the required probability 'p' is given 
by: 

p=P(EJ n E2 n El ) +P(E\ nE2 n El ) +P(E\ Cl E2 ne,l 
= P(E\) P(El ) P(E3) + P(EJ) P(E2) P(E3) + P(E\) P(E0 P(E3) 

(Since.EI, El and E3 arc independent) 
= 0-5 x 0·4 x 0·2 + 0·5 x 0·6 x 0·2 + 0·5 x 0·4 x 0·8·= 0·26. 

(b) At least two hits can be registered in the following mutuidly exclusive ways: 
OJ E\ ('\ E2 ('\ E3 happens (ii) E\ ('\ El ('\ E3 happens, (iii) EI ('\ E2 ('\ E3 hap-

pens. (iv)EI ('\ 'El ('\ E3 happens. 
Required probability 
= P(EI ('\ El ('\ E3) + P(EI ('\ El ('\ E3) + peE; h ~2 ('\ E3) + P(EI ('\ E; ('\ Ej) 
= 0·5 xO·6x 0·2+ 0·5 x 0·4 xO·8 + 0·5 x 0·6 x 0·8 + U·5 x 0·6 x 0·8 
= 0·06 + 0·16 + 0·24 + 0·24 = 0·70 

Example 4·29. Three groups of Ghildren contain respec(ively 3 girls and 1 
boy, 2 girls and 2 boys, and 1 girl and 3 boys. One child is selected at random from 
each group. Show that lhe chance that the three se,lected consist of 1 girl and 2 
boys is /3/32. [Madurai Univ. B.Sc.,1988; Nagpur Univ. B.Sc.,1991) 

Solution. The required event of getting 1 girl and 2 'boys among the three 
selected children can materialise in the following three mutually disj<;>ilJt cases: 

Group No. ~ I Ii III 
(i) Girl Boy Boy 
(ii) Boy Girl Boy 
(iii) Boy Boy Girl 

Hence by addition theorem of probability, 
Required probability = P (i) + P (ii) + P (iii) ... (*) 

Since the probability of selecting a girl from the fIrst group is 3/4, of selecting 
a boy from the second is 2/4, and of selecting a boy from the third group is 3/4, and 
since these three events of selecting children from three groups are independent of 
each other, by compound probability theorem, we have 

. 3 2 3 9 
P (,) = - x - x - = -

4 4 4 32 
Similarly, we have 

P (ii) = .! x ~ x 1 = l.. 
4 4 4 32 

P ( ''') 1 2 1 1 III =-x-x-=-
4 4 4 32 
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Substituting in ( *). we get 

'd b b'l' 9 3 1 13 ReqUire pro a I Ity = 32 + 32 + 32 = 32 

EXERCISE 4 (b) 
1. (a) Which function defines a probability space on S = (' elt e2. e3) 

1 1 1 
(i) P (el) = '4' P (e2) = '3' P (e3) = 2 

{ii) P (ej),= ~. P (e2) = - ~ • P (e3) = ~ 
(,',',') P () 1 P () 1 P () 1 d el = '4' e2 == '3 . e3;:;: 2' an 

I 2 
(iv) P (el) = 0, P (e2) = '3' P (e3) = '3 

Ans. (i) No. (ii) No. (iii) No, and (iv) Yes 
(b) Let S: (elo e2. e3, e,4) , and I~t P be a probability function on S , 

(i) Find P(el). if P(e2) = ~. P(e3) ~ i, P(e4) = l 
(ii) Find P(el) and P(e:z) if P(e3) = P(e4) :: ± and P(el) = 2P(e2). and 

(iii) 'Find P(el) if ,P[(e2. e3)] = ~ . P[(e2, e4)] = 4 and P(e2) = 1. 
Ans. (i) P (el) = )78' (Ji) P (elt: ~. P (el): i. and (iii) P (er) = i 
2. (a) With usual notations. prove that 

P(AvB)= P(A)+ P(B)-P(AnB). 
Deduce a similar result for P (A vB u C)\ where C i~ one more event. 
(b) For any event: Ei• P (Ei) = Pi. (i == 1,2,3) ; P (Ei n Ej) = pij, (i,j = 1,2,3) 

and P (EI n E2 n E3) = PI23, find the probability tfiat of the three events, (j) at least 
one, and (ii) exactly one happens. 

(c) Discuss briefly the axiomatic approach to probability. illustrating by 
examples how it meets the deficiencies of the classical approach. 

(d) If A and 8 are any two events. state the resells giving 
(i) P (A u B) and (iiJP (A n B). 

, 1 1 
A and B are mutually exclusive events and P (A): 2' P (B) = '3' Find 

P (A v's) and P (A nB). 

{ I (1)2 (I)'"} 3. Let S: 1'., '2' 2 ,.... 2 . be a classical event space and A. B 

be events given,by 
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A =J I, j} , B = {( ~ J I k is an even positive integer} 

Find P (A n 8) [Calcutta Univ. B.Sc. ( Stat Hons.), 1986J 
4. What is a 'probability space'? State (i) the 'law of total probability' and 

(ii) Boole's inequality for events not necessarily mutually exclusive. 
S. (a) Explain the tollowing with examples: 
(i) random experiment, (ii) an event, (iii) an event space. State the axioms of 

fl. obability and explain their frequency interpretations. 
A man forgets the last digit of a telephone number, and dials the last digit at 

~'~ndom, What is the probability of caHing no more than three wrong numbers? 
(b) Define conditional probability and give its frequency interpretation. Show 

that conditional probabilities satisfy the axioms of probability. 
6. Prove the following laws, in each case asswning the conditional prob-

abilities being defined. 
(a)p(£I£)=I, (b) P(eIlIF)=O 
(c) IfEI r;;,£z, then E(EI I F)<P(Ezl F) 
(d) p(EIF)= 1- p(EIF) 
(e) P (£1 u £z IF) = P (El IF) + P (Ez IF) - P (P (El n £z IF) 
(f) If P (F) = I then P (E IF) = P (E) 
(g) P (£ - F) = P (E) - P (E n F) 
(h) If P (F) > 0, and E and F are mutully exclusive then P (E I F) = 0 
(i) If P (£ I F) == P (E) , then P (E I F) = P (E) and P (£ I F) = P (£) 

7. (a) UP<A)= a, P(8)= b,thenprovethatP(An8) ~ l-a,..b. 

(b) If P (A) = a, P (8) =~, then prove that P (A I 8) ~ (a + ~ - l)/~. 
Hint. In each case use P (A u 8) ~ 1 
8. Prove or disprove: 
(a) (i) If P (A 18) ~P (A), then P (8 IA) ~P (8) 

(ii) if P (A) = P (8), then A = 8. 
[Delhi Univ. B.Sc. (Maths Hons.), 1988] 

(b) If P (A) = 0, then A = ell 
[QeJhi Univ. B.Sc. (Maths Hons.), 1990] 

Ans. Wrong. 
(c) ForpossibieeventsA,8, C, 

(i) If P (A) > P (8), then P (A I C) > P (8 I C) 
(if) IfP(AIC)~P(81c) and P(AI,C)~P(8IC)' 

then P (A) ~ P (8). [Delhi Univ. B.Sc.(Maths Hons),1989] 
(d)lfP(A)=O, then P(An8)=O. 

[Delhi Univ. B.Sc. (Maths Hons.), 1986) 
(e) (i) If P (A) = P (8) = p, then P (A n 8) ~pz 

(iij If P (8 1:4) = P (8 I A), then A and 8 are independent. 
[Delhi Univ. B.Sc. (Maths Hons.), 1990] 
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(j) If P (A»O,P (8) >0 and P (A 18)=1' (8 IA), 
then P (A) = P (8). 
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9. (a) letA and 8 be two events, neither of which has probability zero. Then 
if A and 8 are disjoint, A and 8 are independent. 

(Delhi Ull.iv. n.Sc.(Stat. Hons.), 19861 
(b) Under what conditions does t~e following equality hold? 

P (A) = P (A 18) + P (A I B) 
(PI,mjab Univ. B.Sc. (Maths Hon:;.), ~9921 

Ans. 8 = S or B = S 
10. (a) If A and 8 are two events and the. probability P (8) :F- I, prove that 

1 
__ [P(A}-P(An8)] 

P (A 8) - [1 _ P (8) ] 

where B denotes the event complementary to 8 and hence deduce th~t 
P (A n 8 ) '2 P (A) + P (8) - 1 

[Delhi Univ. B.Sc. (Stat. Hons.), 1989) 
Also show that P (A) > or < P (A J 8) according as 

P (A I B) > or < P (A). 
[Sri Venkat. Univ. B.Sc.1992 ; Karnatak Univ. B.Sc.1991] 

Hint. (i) 

P(A 1 ~)= p~(~f) = [P(1i~~~~)~8)] 
(ii) Since f (A 1 B) S; I, P (A}- P (;4 n 8) ~ 1- P (8) 
=> P (A) + P (8) - 1 S; P ·(A n 8) 

(iii) 

Now 

i.~., if 

i.e., if 

P (A I B) _ P (B I A) .... 1 - P (8 I A) 
P (A) - P (8 ) - 1 - P (8) 

P (A I B) > P (A) if { 1 - P (8 I A) } > { 1 - P (8) } 

P (8 1 A ) < P (8) 

p(8IA) 1 
P(8) < 

P(A 18) 1 1 i.e., if. P (A) < i.e., if P (A) > P.(A 8) 

(b) If A and 8 are two mutually exclusive events show that 
P (A I B) = P (A)/[l- P(8)] 

[Delhi Univ. B.Sc. ( Stat. HODS.), 1987] 
(c) If A and fJ are two mutually exclusive events and P (A u 8) :F- 0, then 

P (A I A u 8) = P (A) . 
P (A) + P (8) [Guahati Univ. B.Sc. 1991 ) 

(d) If A and 8 are two independent events show that 
P (A u 8) = 1 - P (4. ) P ( B ) 
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(e) If A denotes the non-occurrence of A, tnen prove that 
P (AI U A2 U A3) = I - P (AI) P (A2 I AI) P (A3 I AI (") Az) 

11. If A, Band C are three arbitrary events and 
SI = P (A) + P (B) + P (C) 
S2 = P (A (") B) + P (B (") C) + P (C (") A) 
S3 = P (A (") B (") C). 

[Agra Univ. B.Sc., 1987/ 

Prove that the probability that exacLly one of the three events occurs is given 
by SI - 2 S2 + 3 S3 .. 

12. (a) For the events AI, A2 •...• A. assuming 
1\ 1\ 

P ( u Ai) S 1: P (A). prove that 
;=1 ;=1 

1\ 1\ 

(i) P ( (") Ai) ~ 1 - 1: P (Ai) and that 
;= 1 ;= 1 

1\ 1\ 

(ii) P ( (") Ai) ~ 1: P (A) - (n - 1) 
;=1 ;=1 

, , 

[Sardar Patel Univ.'B.Sc. Nov.1992) 
(b) LetA, Band C denote events. If P (A I C) ~ P (B I C) and 

P (A Ie) ~P (B Ie), then show thatP (A)~P (B). 

[Calcutta Univ. B.Sc. (Maths Hons.), 1992) 
13. (a) If A and B are independent events defined on a given probability 

space (0 • A • P (.», then p .. we that A and B are independent, A and B are 
, independent. [Delhi Univl B.sc. (Maths 'Hons.), 1988] 

( b) A, B and C are three events such that A and B are independent, P (C) = o. 
Show that A, B and C are independent. 

(c) An event A is known to be independent of the events 8,B u C and 
B (") C. Show that it is also independent of C. [Nagpur Univ. B.Sc.1992] 

(d) Show that 'if an event C is independent of two mutually excluc;ive events 
A and B, then C is also independent of Au B. 

(e) The outcome of an experiment is equally likely to be one of the four points 
in three-dimensional sJ)3ce with rectangular coordi~tes (1,0,0),. (0, l,O), 
(0,0,1) and (1,1,1). LetE, FandG betheevents: x~rdinate=l,y~r­
dina~l and z~rdinate='l;respectively. Check if the events E, F and G are 
independent. (Cakutta Univ. B.Sc., 1988) 

14~ ExplaiJi what is meant by "Probability Space". You fue at a target with 
each of ~ three guns; A, B and C dehote respectively the event - hit the target 
~ith the fust, second and third gun. Assuming that the events are independent and 
have probabilities P (A) = a, P (B) = b and P (C) = c, express in terms of A, B 
and C the following events: 

(;) You will not hit the target at all. 
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(ii) Y.ou will 'hit the target at least twice. Find also the probabilities of these 
events. [Sardar Patel Univ. B.Sc., 1990) 

15. (a) Suppose A and B are any two events and that P (A) = Pit P (B) = P2 
and P (A II B) = P3' Show that the formula of each of the following 
probabilities in tenns of Pit P2 and P3 can be expressed as follows: 

(i) P (;;: u Ii) = I - P2 (it) P (~ II Ii) = I - PI - P2 + P3 

(iii) P (A II B ) = PI - P3 (iv) P (A II B) = P2 - P3 
---

(v) P (A II B) = I - P3 (vi) P (A u B) = I - PI + 1'3 

(vii) P (A u I! ) = I - PI - P2 + P3 (viii) P [A II (A u B)] = P2 - P3 

(ix) P [A u (A II B)l =PI + P2 - P3 

(x)P(AIB)=P3 and P(BIA)=& 
P2 PI 

(xi) P (A I Ii) I - PI - P2 + P3 and P (Iii A ) = I - PI - P2 + P3 
J -P2'1 1-PI 

[Allahabad Univ. B.Sc. (Stat.), 1991] 
(b) If P (A)= 1/3, P (B) = 3/4 and P (A u B) == 11112, lind 

P (A I B) and P (B I A). 
(c) Let P (A) = P, P (A I B) = q, 'p (8 I A) = r. Find the relation· between the 

numbers p, q and r such that A and Ii are mutually exclusive. 
[Delhi Univ. B.Sc. (Maths Hons.), 1985] 

Hint. P (AB) = P (A) P (B I A) = P (B). P (A I B) 
=> P (AB) = pr = P (B). q => P (B) = pdq 

!fA and Ii are mutually disjoint. then P (A II Ii) = o. 
=> I - P (A u B) = 0 => 1 - [p + (pdq) - pr] = 0 
16. (a) In terms of probabilities, PI = P (A), P2 = P (B) and p~ = P (A II B); 

Express (i) P (A u B), (ii) P (A I B), (iit) P (A II B) under the condition that 
(t) A and B are mutually exclusive, (ii) A and B are mutually independent. 

(b) Let A and B be the possible outcomes of an experiment and suppose 
P (A) = 0-4, P (A u B) = 0·7 and P (B) = P 

(i) For what choice of P are A and B mutually exclusive? 
(ii) For what choice jjf p are A and B ind«pendent ? 

[Aligarh Univ. B.Sc., 1988 ; Guwahati Univ. B.Sc., 1991] 
Ans. (i) 0·3, (ii) 0·5 
(c) Let A I. A2• A3, A4 be four independent events for which P (AI) = p, 

p (A 2) = q, P (A 3) = rand P (A4) = s. Find the probability tt~at 
(i) at least one of the events occurs, (ii) exactly two of the events occur, and 

(iit) at most three of the events occur. [Civil- Services (Main), 1985] 
17. (a) Two six-face<t unbiased dice are t~rown. Find t~~ p~obabiJjty t~\lt tl~e 

sum of the numbers shown is 7 or their product is 12. 
Ans.2/9 
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(b) Defects are classifcd ac; A, ,8 or C, and the following probabilities have been 
detennined from av~il~ble production data : 

P (A) = 0·2{),·P (B) = 0·16, P (C) = 0·14, P (A (") B) = 0·08, P (A (") C) = 0·05, 
P (8 (") q = 0·04, and P (A (") 8 (") C) = 0·02. 

What is the probability .that a randomly selected item of product will exhibit 
at-least one type of defect? What is the probability that it exhibits both A and 8 
defects but is free from type C defcct ? [Bombay Univ. B.Sc., 1991) 

(c) A language class has only three students A, B, C and they independently 
attend the class. The probat;>ilities of attendance of A, Band C on any given day are 
1/2,213 and 3/4' respectively. Find the probability that the total number of 
attendances in two consecutive days is exactly three. 

(Lucknow Univ. B.Sc. 1990; Calcutta Univ. B.Sc.(Maths Hons.), 1986) 
18. (a) Cards are drawn one by one from a full deck. What is the probability 

that exactly 10 cards will precede the first ace. [Delhi Univ. B.sc.,1988] 

(
48 47 46 39) 4 164 

Ans. 52 x 51 x 50 x ... ~ 43 x 42 = 4165 

(b) hac of (wo persoos tosses three frur coins. What is the probability that 
they obtain the same number of heads. 

Ans. (i J + (~J + (~J + (i J = :6" 

19. (a) Given thatA, 8 and C are mutually exclusive events, explain why each 
of the following is not a pennissible assignment of probabilities. 

(i) P (A) = 0·24, P (8) = 04' and P (A u C) = 0·2, 
(ii) P (A) = 0·7, P (B) = 0·1 and P (8 (") C) = 0·3 
(iii) P (A) = 0·6, P (A (")]i) = 0·5 

(b) Prove that for n arbitral)' independent events AI, A2, ... , t\. 
P (AI U A2 U A3 U ... u A,,) + P (AI) P (AJ .. , P (A.) = 1. 

(c) AI, A2, ... , A,. are n independent events with 
1 , 

P (Ai) = 1 - i' ,= 1, 2, '" ,n . 
a 

Find the value of P (AI u A2 U A3 U ... u A.). (Nagpur Univ. B.Sc., 1987) 
1 

Ans. 1 - ,. (>1+ lY:t 
a 

(d) Suppose the events A .. A2, ... , A" are independent and that 

P (A;) = ~1 for 1 SiS n . Find the probability that none of the n events 
I + 

occW's, justi~ng each step in your. calculations. 
Ans. 1/( n + 1 ) 

20. (a) A denotes getting a heart card, B denotes getting a face card (King, 
Queem or Jack), A and B denote the complementary events. A card is drawn at 
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random {rom a full deck. Compute the following probabilities. 
(i) P (A), (ii) P (A (8), (iii) P (A u -8), (iv) P (A n B), 

(v) P (A vB). 
Assume natural assignment of probabilities. 
Ans. OJ 1/4, (ii) 5/26, (iii) 11/26, (iv) 3/5, (v) 'll/2h. 
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(b) A town has two doctors X and Yoperating independently. If the prohabili ty 
that doctor X is available is ()'9 and thilt for Y is 0·8, what is the probability that 
at least one doctor is available when needed? [Gorakhpur Univ. B.Sc., 1988J 

Ans. 0·98 
21. (a) The odds that a bOok will.be favourably reviewed by 3 independent 

critics are 5to 2, 4 to 3 and 3-to 4 respectively. What is the probability that, of the 
three reviews, a majority will be favourable? [Gauhati Univ. BSe., 1987J 

Ans. 209/343. 
(b) A, B and C are independent witnesses of an event which is known to have 

occurred. A speaks the truth three times out of four, B four times out of five and C 
live times out of six. What is the probability that the occurrence will be reported 
truthfully by majority of three witnesses? 

Ans. 31/60. 
(c) A man seeks advice regarding one o( two possible courses of actionJrom 

three advisers who arrived at the'irrecommendations independently. He follows the 
recommendation of the majority. The probability that the individual advisers are 
wrong are 0·1, 0·05 and 0·05 respectively. What is the probability that the man 
takes incorrect advise? [Gujarat Univ. B.Sc., 1987J 

22. (a) TIle odds against a certain event are 5 to 2 and odds in favour of another 
(independent) event are 6 to 5. Find the chance that at least one of the events will 
happen. (Madras Univ. BSc.,1987) 

Ans. 52/77. 
(b) A person lakes fOOf tests in succession. The probability of his passing the 

fIrSt test is p, that of his passing each succeeding test is p or p/2 according as he 
passes or fails the preceding one. He qualifies provided he passes at least three tests. 
What is his chance of qualifying. [Gauhati Univ. B.Se. (Hons.) 1988J 

23. (a) The probability that a 50· years old man will be alive at 60 is 0·83 and 
the probability that a 45-years old woman will be alive at 55 is 0·87. What is the 
probability that a man who is 50 and his wife who is 45 will both be alive 10 years 
hence? 

Ans. 0·7221. 
(b) It is 8:5 against a husband who is 55 years old living till he is 75 and 4:3 

against his wife who 'is now 48, living till she is 68. Find the probability that (;) the 
COuple will be alive 20 years hence, and (ii) at least one of them will be alive 20 
years hence. 

Ans (i) 15~1, (ii) 59~1. 
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(c) A husband and wife appear in an interview for two vacancies in the same 
post The probability of husband's selection is In and- that of wife's selection is 
1/5. What is the probability that only one of them will be selected·? 

Ans. 2n [Delh,i tJniv. 8.Sc.,.1986] 
24. (a) The chances of winning of. two race-horses are 1/3 and 1/6 respectiye­

ly. What is the probability that at least one will win when the horses are running 
(a) in different races, and (b) in the same race? 

Ans. (a) 8/18 (bJi(2 
(b) A problem in statistics is given to three students whose chances of solving 

itare 1(2,1/3 and 1/4. What is the probability that the problem will be solved? 
Ans. 3/4 [Meerut Univ. B.Sc., .1990] 
25. (a) Ten pairs .of shoes are in a closet. Four shoos are selected at random. 

Find the probability that there will be at least one pair among the four shoes 
selected? 

IOC4 x' 24 
Ans. 1---­

:lDC4 

(b) From 100 tickets numbered I, 2, '" , I 00 four are drawn at random. What 
is the probability that 3 of them will bear number from 1 to 20 and the fourth will 
bear any nwnber from 21 to l00? 

Ans, 
:lDC) X 80CI 

IClOC4 

26. A six faced die is so biased that it is twice as likely to show an even number 
as an odd r.umber when thrown. It is thrown twice. What is the probability that the 
sum of the two numbers thrown is odd? 

Ans. 4/9 
27. From a group of 8 children,S boys and 3 girls, three children are selected 

al random. Calculate the probabilities tl)at selected group contains (i) no girl, 
(ii) only one girl, (iii) one partjcular girl, (iv) at least one girl, and (v) more girls 
than boys. 

Ans. (i) 5(113, (ii) 15(113, (iii) 5(113, (iv) 23128, (v) 2f1.. 
28. If, three persons, selected at random, are stopped on a street, what. are the 

probabilities that: 
((I) all were born on a Friday; 
(b) two were born on a Friday and the other on a Tuesday; 
(c) none was born on a Monday. 

Ans. (a) 1/343, (b) 3/343, (c) 216/343. 

29. (a) A and B toss a coin alternately on the understandil)g -that the first who 
obtains the head wins. If A starts, show that th~ir respective chances of winning are 
213 and \/3. 

(b) A, Band C, in order, toss a coil'. The first one who throws a head wins. If 
A starts, find their respectivre chanc~s of winning. (Assume that the game may 



Theory of Probability 

continue indefinitely.) 
ADs. 4/7. 2/7. 1/7. 
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(c) A man alternately tosses a coin and throws a die. beginning with coin. What 
is the probability that he will get a head before he gets a '5 or 6'on die? 

ADs. 3/4. 
30. (a) Two ordinary six-sided dice are tossed. 

(i) What is the probability that both the dice show the number 5. 
(ii) What is the probability that 'both the dice show the same number. 

-(iii) Given that the sum of two numbers shown is 8. find the conditional­
probability that the number noted on the first dice is larger than the number noted 
on the second dice. 

(b) Six dice.are thrown simultaneously. What is.the proliability tHat ai, will 
show different faces? 

3J. (a) A bag contains 10balls. two of which are red. three blue and five black. 
Three balls are drawn at random from the bag. that is every l>aU has an equal chance 
of being included in the three. What is the probability that 

(i) the three balls are of different colours. 
(ii) two balls are Qf the ~811le cQlour. and 

(iii) the balls are all of the same colour? 
Ans. (i) 30/120, (U) 79/120. (iii) 11/120. 
(b) A is one of six hor~s entered for a race and is to be ridden by one of the 

tWQ jockeys B and C. I.t is 2 to 1 that B rides A, in which case all the horses are 
equally likely to win. with rider C, A's chance is trebled. 

(i) Find the probability that A wins. 
(ii) What are odds against A's winning? 

[Shivaji Univ. B.Sc. (Stat. Hons.), 1992] 
Hint. ProbabiJity of A's winning 

=P ( B rides A and A' wins) + P (C rides A and A wins) 
2 1 1 3 5 =-x-+-x-=-
3 6 3 6 18 

.. Probability of A's losing-= 1- 5/18 = 13/18. 
HenceoddsagainstA'swinningare: 13/18:'5/18, i.e., 13:5. 

32. (a) Two-third of the students in a class are boys and the rest girls. it is 
known that the probability of a girl getting a first class is 0·25 and that of boy getting 
a first class is 0·28. Find the probability that a student chosen at random will get 
farst class marks in the subject. 

ADS. 0·27 
(b) You need four eggs to make omeJettes for breakfast You find a dozen eggs 

in the refrigerator- but do not realise that two of these are rotten. What is the 
Probability that of the four eggs you choose at random 

(i) norie is rotten, 
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(ii) exactly one is rotten? 
Ans. (i) 625/1296 1 (ii) 500/1296. 
(c) The ,probability of occurrence of an evef)t A is 0·7, the probability of 

non-occurrence of anothe( event B is 0·5 and that o( at least one of A or B not 
occurring is 0·6. Find the probability that at least one of A or B occurs. 

[Mysore(Univ. B.S~., 1991] 
33. (a) The odds against A solving a certain problem are 4 to 3 and odds in 

favour of B solving the ,saple probJem are 7 t9 5. What is the probability that the 
problem is solved if they both try independently? [Gujarat Univ.B.Sc., 1987] 

Ans.16/21 
(b) A certain drug manufactured by a company is tested chemically for its toxic 

nature. Let the event 'the drug is toxic' be denoted by E and the event 'the 
chemical test reveals that the drug is toxic' be denoted by F. Let P (E) = e, 
P (F I E)= P ('F I E) = 1 - e. Then show that probability that the drug is not toxic 
given that the chemical test reveals tha~ it is toxic is free from e . 

Ans. 1/2 [M.S. Baroda Univ. B.Sc., 1992] 
34. A bag contains 6 white and 9 black balls. Four ,balls are drawn at a time. 

Find the probability for the first draw to give 4 white and the second draw to give 
4 black balls in each of the following cases : 

(i) The balls are replaced before the second draw. 
(ii) The balls are not replaced before the SeCond draw. 

[Jammu Univ. B.Sc., 1992] 

Ans. (i) 6e. x ge. Oi) 6e. x ge. 
iSe. iSe• .se. lie. 

35. The chances that doctor A will diagnose a disease X correct! y is 60%. The 
chances that a patient will die by his treatment after correct diagnosis is 40% and 
the chance of geath by wrong diagnosis is 70%. A patient of doctor A. who had 
disease X. died. What is the chance that his disease was diagnosed correctly? 

Hint. Let us define the following events: 
E. : Disease X is diagnosed correctly by doctor A. 
E2 : A patient (of doctQr A) who has disease X dies. 

Then we are givt"n : 
P (E.) = (}6 ~ P (E.) = 1 - 0·6 = 04 

and P (E2 I en = 04 and P (E2 I E.) = 0·7 

I P(E. nE2) P(E. nE2) 6 
We wantP (E} E2) = P (E2) = P (E. n E2) + P (E. n E2) 13 

36. The probability that aL least 2 of 3 people A, B and e will survive for 10 
years is 247/315. The probability thatA alone will survive for 10 years is 4/1,05 and 
the probability that e alone will die within 10 years is 2/21. Assuming that the 
events of t.he survival of A, Band C can be regarded as independent, calculate the 
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probability of surviving 10 years for each person. 
Ans. 3/5, 5n, 7/9. 
37. A and 8 throw alternately a pair of unbiased dice, A beginning. A wins if 

he throws 7 before 8 throws 6, and B wins if he throws 6 before A throws 7. If A 
and 8 respectively denote the events that A wins and 8 wins the series, and a and 
b respectively denote the events that it is A's and B's turn to throw the dice, show 
that 

(;) P (A r a) = i + ~ p (~ I b), (U) P (A I b) = ~! P (A I a) , 

(iii) P (8 I·a) = i P (8 I b), and (iv) P (8 I b) = ;6 + ~~ P (8 I a), 

Hence or·otherwise, fin<f P (A I a) anq P (8 I a). Also comment on the result 
that P (A I a) + P (8 I a) = 1. 

38. A bag contains an assortment of blue and red balls. If two balls are drawn 
at randon, the probability of drawing two red balls is five times the probability of 
drawing two blue balls. FUrthermore, the probability of drawing one ball of each 
colour is six times the probabililty of drawing two blue balls. How many red and 
blue balls are there in the bag? 

Hint. Let number of red and blue balls in the bag ber aM b respectively. Then 
. rO .. -1) 

PI = Prob. of drawmg two red balls = (r + b) (r + b _ I) 

. b(b-I) 
Pl= Prob.ofdrawmgtwo·blueballs= '(r+b)(r+b-I) 

P3 = Prob. of drawiJ;lg one red and one blue ball =.[ (r + b )2: ;'b _ I)]. 
Now PI = 5 P1 and P3 = 6 P1 
.. r(r-I).=5b(b- H and 2br=6b(b-l) 
Hence b = 3 and r = 6. 
39. Three newspapers A, 8 and C are published in a certain city. It is estimated 

from a survey that 20% read Ai 16% read 8, 14% read C, 8% readl A and 8, 5% read 
A and C, 4% read Band C and 2% read all the three newspapers. What is the 
probability that a nonnally cho.sen person 

(i) does not read any paper, (iO does not read C 
(iii) reads A but not 8, (iv) reads only one of these papers, and 
(v) reads only two of these papers. 

Ans. (i) 0·65, (ii) 0·86, (iii) 0·12, (iv) 0·22. (v)'O·I1. 
40. (0) A die is thrown twice. the event space S consisting of the 36 possible 

pairs of outcomes (a,b) each assigned probability 1/36. Let A, 8 and C denote the 
following events : 

A={ (a,b)l a is odd), 8 = (a,b) I b is odd}, C = {(a,b) I a + b is odd.} 
Check whether' A, B and C are independent or independent in pairs only. 

[Calcutta Univ. B.Sc. Hons., 1985] 
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(b) Eight tickets numbered 111. 12.1. \22. 122.211.212.212.221 are plaCed 
in a hat and stirrt'ti. One of them is then drawn at random. Show that the-event A : 
"t~e first digit on the ticket drawn wilrbe 1". B : "the second digit on the ticket 
drawn will be L" and C : lithe third digit on the ticket drawn will be 1". are not 
pairwise independent although 

P (A n Bn C) = P (A) P (B) P (C) 
41. (a) Four identical marbles marked 1.2.3 and 123 respectively are put in 

an urn and one is drawn at random. letA. (i = 1.2.3). denote the event that the 
number i appears OJ) the drawn marble. Prove that the events AI.A2 andAl are 
pairwise independent.but not mutually independent. 

[Gauhati Univ. B:Sc. (Hons.), 1988] 
1 1 

Hint. P'(AI) = 2" = P (A2) = P (Al )'; P(Af A2) = P (AI Al ) = P (A2Al) = 4 
'I 

P (A I A2 A3) = 4' 
(b) Two fair dice are thrown independently. Define the following events : 

A : Even number on the first dice 
B : Even number on the second dice. 
C : Same number on both dice. 

Discuss the independence of the events A. B and C. 
( c) A die is of the shape of a regular tetrahedron whose faces bear the numbers 

111. 112. 121. 122. AI.A2.Al are respectively the events that the first two. the 
last t~o and the extreme two digits are the same. when the die is tossed at random. 
Find w~ether or not the events AI, A2• Al are (i) pairwise independent. (ii) m~tually 
(i.e. completely) independent. Detennine P (AI I A2 Al ») and explain its value by 
by argument. [CiviJ Services (Main), 19831 

42. (a) For two events A and B we have the following probabilities: 

P (A)=P(A I B)=± and P (B I A)=4. 

Check whether the following statements are tr,ue or false : 
(i) A and B are mutually exclusive. (ii) A and B are independent. (iii) A is a 

subevent of B. and (iv) P (X I B) -= ~ 
Ans. (i) False, (ii) True., (iii) False, and (iv) True. 
(b) Consider two events A and B such that P (A)·= 114. P (B I A) = 112. 

P (A I B) = 114. For each of the following statements. ascertain whether it is true 
or false: 

(i) A is a sub-event of B. (ii) P (A IIi) = 3/4. 
(iii) P (A I B) + P (A IIi) = 1 

3 5 
43. (a) Let A and B be two events such that P (A) = 4' and P (B) = "8' 
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Show that 

(i) P (A v 8) ~ ~. (ii) ~:5; P (A.n 8,) :5; % . and (iii) i:5; P (A n B) :5; ~ • 
[Coimbatore Univ. B:E., Nov. 1990; Delhi Univ. n.sc.(Stat. Hons.),1986) 
(b) Given two events A and B. If the odds against A are 2 to 1 and those in 

favour of A v B are 3 to I, shOw that 

152:5; P (B) 5 ~ 
Give an example in which P (B) = 3/4 and one in which P (B) = 5/12. 
44. Let A and B be events, neither of which has probability zero. Prove or 

disprove the following events : 
(i) If A and B are disjoint, A and'B are independent. 
(ii) If A and B are independent, A and 'B are disjoint. 

45. (a) It is given that P(AIVAz):::~,p(Aln!\z)=~andP(AJ=-i, 
where P (Az) stands for the probability that Az does not happen. Determine 
P (AI) and P (Az). 

Hence show that AI and Az are independent. 
2 1 

Ans. P (AI) == 3' P (Az) ="2 
(b) A and B are events such that 

3 1 - 2 
P (A vB) =4' P (A nB) =4' and P (A) =3' 

Find (i) P (A), (li) P (B) and (iii) P (A noB) .. 
(Madras Univ. B.E., 1989) 

ADS. (i) 1/3, (ii) 2/3 (iii) 1il2. 
46. A thief has a bunch of n'keys, exactly one of'wnich fits a lock. If the thief 

tries to open the lock by trying the keys at random, what is tl)e probability that he 
requires exactly k attempts, if he rejects the keys already tried? Find the same 
probability ifhe does not reject the keys rur~dy tried. 

(Aligarh Univ. B.Se., 1991) 

ADS. (i) 1., (it) (n - I J -I ) • 

n n n 
(b) There areM urns numl5cred 1 toM andM balls numbered 110M. ThebalJs 

are inserted randomly in the urns with one ball in e~ch urn. If a ball is put into the 
urn bearing the same number as the ball, a match is said to have occurred. Find the 
probability thllt t:lo match has occurred. . [Civil Services (Main), 1984J 

Hint. See Example 4· 54 page 4·97. 
47. If n letters are placed at random in n correctly addressed envelopes, find' 

the probability that 
(i) none of the letters is placed in the 'correct envelope, 
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(ii) At least one letter goes to the correct envelope. 
(iii) All letters go to the correct envelopes. 

[Delhi Univ. B.Sc. (Stat Hons.), 1987, 1984) 
48. An urn contains n white and m black balls._ a second urn contains N white 

and M black balls. A ball is randomly transferred from the first to the second urn 
and then from the second to the firSt urn. If a bal.l ,is now selected randomly from 
the first urn. prove that the probability that it is white is 

n mN-nM --+ ------'.:..:..,,------'-"----
n+m (n+m)2(N+M+l) 

[Delhi Univ. B.Sc. (Stat.Hons.) 1986) 
Hint. Let us define the foUowing events : 

Bi : Drawing of a black ball from the ith urn. i = 1.2. 
Wi : Drawing of a white ball from the -ith urn. i ,= 1. 2. 

The four distinct possibilities for the first two exchanges are BI W2• BI B2• 
WI B;,. WI Wz . Hence if £ denotes the event of drawing a white ball from "the nrst 
urn after the exchanges, thefl 

P (E) =: P (BIW2E) + P (BI B2£) T P (WI B2 E) + P (WI W2E) ... (*) 
We have: 

I 1 m N n+l 
P(BJ W2£) =P(BI). P(W2 . BI) P(£ BJ W2) = m +n x M +N + 1 x m +n 

1 m M+l n 
P(B I B2£)=P(BI).P(B2 1 BI).P(£ !hB2) = m+n x M+N+ 1 x m+n 

I I n M n-] 
P(WI B2 £) = P(WI) • P(B2 WI). P(£ WI B2)= -- x M Nl x --

m+,n + + ·m+n 

P(WI W2 £) = P(WI) .P(W2 I WI) .P(£ I WI W2) = _n_ x MN+N1 1 x _n_ 
m+n + + m+n 

Substituting in (*) and simplifying we get the result. 

49. A particular machine is prone to three similar types of faults A), Al-and 
A). Past records on breakdowns of the machine show the following: the probability 
of a breakdown (i.e .• at least one fault) h' 0·1; for each i, the probability that fault 
Ai occurs and the others do not is 0.02 ; for each pair i.j the probability that Ai and 
Aj occur but the third fault does not is 0·012. Determine the probabilities of 

(a) the fault of type AI occurring irrespective of whether the other faults occur 
or not, 

(b) a fault of type AI given that A2 has occurred, 
(c)faults of type AI and A2 given that A3 has occurred. 

[London U. B.Sc. 1976\ 

50. The probability of the closing of each relay of the circuit s,hown ~low is 
given by p. If aJl the relays function independently, what is the probability. \hat a 
circuit exists between the terminals L and R? 
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I 2 

L •• __ ---1[1-1 ---.---11 ~f---:-_. R 

1 I'r--J 
3 4 

Ans. p2 (2 - p\ 

4·9. Bayes Theorem. If EI. E2 • ... , E. are mutually disjoint events with 
p (E,) 1:: O. (i = I. 2 •... , n) then for any orbitrary event A which is a subset of 

fa 

u E.such that P (A) > O. we have 
i= I 

P (Ei 1 A>. = nP (Ei) P (A lEi) • i = 1.2 •...• n. 

l: P (Ei) P (A lEi) 
i= I 
n 

Proof. Since A c u Ei • we have 
i = I 

" n 
A = A ("\ ( u E,) = u M ("\ Ei ) [By distributive law] 

i=1 i=1 
Since (A ("\ Ei) C £;, (i = 1.2 •....• n) are mutually disjoint events. we have by 

addition theorem of probability (or Axiom 3 of probability) 
n " n 

P (A) = P [u (A ("\ Ei») = l: P (A ("\'£,) = l: P (E.i) P (A 1 Ei). • •• (*) 
i = 1 i:: 1 i=1 

by compound theorem of probability. 
Also we have 

P (A n Ei) = P (A) P (Ei l A) 

P (£.1 A) = P (A 0 Ei) = P (Ei) P (A 1 Ei) [From (*)1 
• P(A) n 

l: P (Ei) P (A 1 Ei) 

i= 1 
Remarks. 1. The probabilities P (E,I). P (E2) , ••• , P (E.) are termed as the' a 

priori probObilities' because they exist before we gain any information from the 
experiment itself. 

2. The probabilities P (A lEi). i = 1.2 •...• n are called 'likelihoods' because 
they jndicate how likely the event A under consideration is to occur. given each 
and every a priori probability. 

3. The probabilitiesP(Ei ,A). i = 1.2 ..... n arc called 'poslerior probabilities' 
because they are determilled after the resu'ts of the experiment are known. 

4. From (*) we get the following important resulc 
"If the events EJ, E2 • .... E" copstitute a partition of the sample space S aq(j 

P (Ei) ~ o. i = 1."2 ... :. n. then for any-event A in S' we have 

module 4
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11 11 

P(A)= r.P(AnEi)=' r.P (Ei)P (A lEi) ... (4·12 a) 
i = I i = I 

Cor. (Bayes theorem/or future events) 
The probability 0/ the materialisation 0/ another event C, given 

P (C I A n EI ) • P (C I An E2), ••• ,P (C I A n E~) is 
11 

r. P (Ei) P (A lEi) P (c.1 EinA) 
P(CIA)=_i_=~I ______ ~ ________ _ 

11 
... (4·Pb) 

r. P (Ei) P (A lEi) 
i=--t . 

Proof. Since the occurrence of event A implies the occurrence of one and only 
one of the events EI • E2 • •••• E~. the event C (granted thatA has occurred) can occu 
in the following mutually exelusive ways: 

Cn EI.C nE2 • •••• Cnf!~ 
i.e., C = (C n EI ) U (C n E2) U ... U (C n E~) 

C I A = [(C n EI ) I A] u [(C n 1:.'2) I A] u ... u [(C n E~) I. A] 
.. P (C I A) ~ P [(C n EI ) I A] + P [(C n E2) I A] + ... + P [(C n E~) I A] 

11 

_= r.p [(C n Ei) I A] 
i= I 

11 

= r. P (Ei I A) P [C I (EinA)] 
i= I 

Substituting the value of P (Ei I A) from (*). we get 
11 

r. P (Ei) P (-1 lEi) P (C I EinA) 
P (C I A) = ..:....i =-.....:. l~ ____ -----,~ ______ __ 

11 

r. P (Ei) P (A lEi) 
i= 1 

Rtmark. It may happen that die materialisation of the event Ei makes C 
i.ridcQendenl of A. then we have . 

. P(C I Ei nA)= P(C lEi). 
and the abo~e.Jormula reduces to 

·11 

l: P(Ei) P (A i Ei) P (C I Ei)~ 
P (C I A) = ..:...i =.....:l~ ____________ _ 

11. 
•.. (4·12 c) 

l: P (Ei) P (A lEi) 
i= I 

l11e event C can be considered in r~gard to A. as Future Event. 
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Example 4·30. In 1?89 there were three candidates for the position 0/ 
principal- Mr. Challerji, Mr. Ayangar and Dr. Sing/!., whose chances 0/ gelling 
the appointment are in the proportion 4:2:3 respectively. The prqbability that Mr. 
Challerji if selected would introduce co-education in the college is 0·3. The 
probabilities 0/ Mr. Ayangar and Dr. Singh doing the same are respectively 0-5 
and 0·8. What is the probability that there was co-education in the college in 199O? 

(Delhi Univ. B.Sc.(Stat. Hons.), 1992; Gorakhpur Univ. B.Sc., 1992) 

Solution. Let the events and probabilities be defined as follows: 

Then 

A : Introduction or co-education 
EI : Mr. Chauerji is selected as principal 
E2 : Mr. Ayangar is selected as principal 
E3 : Dr. Singh is selccted as principal. 

4 2 3 
P (E1) = "9' P (E2) = "9 a~d P (E3) ±; "9 

P (A'I E1) =,l P (A I E~) = 2- and P (A 'I E3)·=!-
10' 10 10 

.. P (A) = i' [(A n E1) u (A n E2), u (A n £3)] 
= P(AnEd + P(AnE,.) + P(l\nE3) 
= P (E1) P (A. 1 E1) + P (E2) P (A 1 E2) :+- P (E3) P (A I ~3) 

4 3 2 5 3 8 23 
= "9 . 10 + "9 . 10 + "9 . 10 = 45 

.. :xample. 4·31. The contents·o/urns I, II and 11/ are as/ollows: 
I white, 2 black and 3 red balls, 
e white, 1 black and 1 red balls, and 
<I white, 5 black and 3 r(;~.balls. 

One urn is chosen at random and two balls drawn. They happen Jo be white 
and red. What is the probability .thatthey come /rpl!l urns I, II or 11/ ? 

.[Delhi ·Univ. B.Sc. (Stat. Hons.), 1988) 

Solution. LetE\, El • and E3 denote the events that the urn I, II and III is chosen, 
respectively, and let A be the event that the two balls taken from the selected urn 
are white and red. Then 

- 1 
P (E1) = P (E2) = P (E3) = '3 

P (A 1 E1) = 1 x 3 =.! P (A 1 £2-) = 2 x 1 = .! 
6C2 5 • 'C2 3 ' 

1 4x 3 2 
and P (A £3) = 12C2 = IT 



472 

Hence' 

'p (El I A) = ;. ~E2) P (A I E2) 

L P (Ei) P (A lEi) 
j", 1 

Similarly 
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E~ample. 4·32. In answering a question on a multiple choice test a student 
either knows the answer or he guesses. Let p be the probability that he knows the 
answer an4 I-p the probability that he guesses. Assume that a student who guesses 
at the answer All be correct with probability 1/5, where 5 is the number of 
multiple-choice alternatives. What is the conditional probability that a student 
knew the answer to a question given that he answered it correctly? 

[Delhi Univ. B.Sc. (Maths Hons.), 19851 
Solution. Let us define the following'events: 

EI : The student knew the right answer. 
E2: The student guesses the right answer. 
A : The student gets the right answer. 

Then we are given 
P (EI) = p, P (E,.) = 1 - p, P (A I Ez) = 115 

P (A lEI):; P [student gets the right answer given that he knew the right 
answer] = 1 

We want P (£1 I A). 
Using Bayes' rule. we get: 
P (EI I A) = P (EI) :P (A lEI) = p x 1 2L 

P(EI) P(A lEI) + P(Ez) P(A I Ez) 1 (1 ) 1 4p + I 
. px + -p xs 

Example 4·33. In a boltfactorymachinesA,B and C manufacture respective ly 
25%.35% and 40% of the total. Of their output 5,4, 2.percent are defective bolts. 
A bolt ;s drawn at random/rom the product and is/ound to be defective. What are 
the probabilities that it was manufactured by machines A, B and C? 
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Solution. Let EJ. f-z and E, denote the events that a bolt-selected at random 
is manufactured by the machinesA, B aM C respectively l,Uld let E denote the event 
of its being defective, Then we have 

P (E1) = 0'25, P (£z) = 0·35, P (E3) = 0·40 
The probability of drawing a defective .bolt manufactured by machine A is 

f(E I E1)=0·05. ~ 
Similarly, we have 

P (E I El ) = 0·04, and f (E I E3) = 0·02 
Hence the probability t~at a defective bolt selected-at random is manufactured 

by machine A is given by 

P (El I E) = : (E 1) f (E lEI) 

and 

~ P (Ej ) P (£ I Ej ) 

i= I . 

0·25 x 0-05 125 25 
= =-=-

0-25 x 0-05 + 0·35 x 0·04 + 0·40 x 0·02 345 69 
Similarly 

p(£zl'E)= .. 0·35 x 0·04. 140 28 
0·25 x 0·05 + 0·3? x 0·04 + 0·40 x 0·02 = 345 = 69 

P (E3 , E) = 1 - [P (El , E) + P (£1 , E)] = 1 _ 25 _ :28 :: ~ 
69 69 69 

This example illustrates one of the chief applications of Bayes Theorem. 

EXERCISE 4 (d) 
1. (a) State and prove Baye's Theorem. 
(b) The set of even~ Ai , (k = 1,2, ... , n) are (i) exhausti~e and (ii) pairwise 

mutually exclusive . .If for all k the probabilities P (Ai) and f (E I Ai) are known, 
calculate f (Ail E), where E is an arbitrary evenL Indicate where conditions OJ and 
(ii) are used. 

(c) 'f.he events E10 El , ... , E .. are mutually exclusive and, E = El u el U .. , 

u E... Show. that if f (A , E j ) = P (B , Ej ) ; i = 1, 2, ... , n, then P(A' E) = 
P(B', E). Is this conclusion true if the events,Ei are not mutually exclusive? 

[Calcutta Univ .• B.Sc. (Maths Hons.), 1990) 
(d) What are the criticisms ~gai~t the use of Bayes theorem in probability 

theory. [Sr:i. Venketeswara Univ. B.Sc., 1991) 
(e) Usillg the fundamental addition and multiplication rules Q( prob<lbility, 

show that 
__ P(B)P(AIB) 

P (B I A) - P (8) P (A I B) + P (B) P (.4 I B) 

Where B is the event complementary to the eventB. 
[Delhi Univ. M.A. (.:con.), 1981) 



474 Fundamentals of Mathematical Statistics 

2. (a) Two groups are competing for the positions on the Board of Directors 
of a corporation. The-probabilities that the first and second groups will wiii are 0·6 
and 004 respectively. Furthermore, if the first group wins the probability of 
introducing a new product is 0·8 and the corresponding probability if the second 
group wins is O· 3. Whl\t is the probability that the new product will be introduced? 

Ans. 0·6 x 0·8 + 04 x 0·3 = 0·6 

(b) The chances of X, Y, Zbecoming'managersol a certain company are 4:2:3. 
The plOoabilities that bonus scheme will be introduced if X, Y, Z become managers. 
are O· 3. (f·5 and 0·8 respectively. If the bonus scheme has been introduced. what is 
the probability that X is appointed as the manager. 

Ans. 0·51 
(c) A restaurant serves two special dishes. A and B to its customers consisting 

of 60% men and 40% women. 80% of men order dish A and the rest B. 70% of 
women order dish B and the rest A. In what ratio of A to B should the restaurant 
prepare the two dishes? (Bangalore Univ. B.Sc., 1991) 

Ans. P (A) = P [(A n M) u (,4. n W)] = 0·6 x 0·8 + 004 x 0·3 = ()'6 
Similarly -P (B) = 0·4. Required ratio = 0·6 : 004 = 3 : 2. 

3. (a) There are three urns having the following compositions of black and 
white balls. 

Urn 1 : 7 white. 3 black balls 
Urn 2 : 4 white. 6 black balls 
Urn 3-: 2 white. 8 black balls. 

One of these urns is chosen at random with probabilities 0·20. ()'60 and 0·20 
respectively. From the chosen urn two balls are drawn at random without replace­
ment Calculate the probability that both these balls are white. 

Ans. 8145. (Madurai Univ. B.Sc., 1991) 

(b) Bowl I contain 3 red chips and 7 blue chips. bowl II contain 6 roo chips 
and 41blue chips. A bow I is ·selected at random and then 1 chip 'is drawn from this 
bowl. (i) Compute the probability that this chip is red. (ii) Relative to the hypothesis 
that the chip is red. find the conditiona! probability that it is drawn from boWl II. 

[Delhi Univ. B.Sc. (Maths 80ns.)1987] 

(c) In a (actory machines A and B are producing springs of the same type. Of 
this production. machines A and iJ produCe 5% and 10% defective springs. 
respectively. Machines A and B produce 40% and 60% of the total output of the 
factOry. One spri~g is selected at random and it is found to be defective. What is 
the possibility that this defective spring was pfuduced by machine A ? 

. [Delhi Univ. M.A. (Econ.),1986] 

(d) Urn A con'tains 2 white. 1 blac~ and 3 red balls. urn B contains 3 white. 2 
black and 4 red balls and urn C con~ns 4 white. 3 black and 2 red balls. One urn 
is chosen at random and 2 balls are drawn. They happen to be'red and black. What , 
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is lhe probability that both balls came from urn 'B' ? 
[Madras U. H.Sc. April; 1989) 

(e) Urn XI. Xl. Xl. each contains 5 red and 3 white balls. Urns Yi. Yz• each 
contain 2 red and 4 white balls. An urn is selected at random and a billl is 'drawn. 
It is found to be red. Find the probability lh~t the ball comes out of the urns of the 
first type. [Bombay 1I. B.Sc., April 1992] 

if) Two shipments of parts are, recei'ved. The first shipment contains 1 000, parts 
with 10% defectives and the second Shipment contains 2000 parts with 5% 
defectives. One shipment is selected at random. Two parts are tested and found 
good. Find the,probability (a posterior) that the tested,parts were selected from the 
first shipment. [Uurdwan Univ. B.Sc. (Hons.), 1988] 

(g) There are three machines producing 10,000 ; 20,000 and 30,000 bullets 
per hour respectively. These machines are known to produce 5%,4% and 2% 
defective bullets respectively. One bullet is taken at random from an hour's 
production of the three machines. What is the probability that it is defective? If the 
drawn bullet is defective, what is lhe probability lhat this was produced by the 
second machine? [Delhi. Univ. B.Sc. (Stat..uons.), 1991] 

4. (0) Three urns are given each containing red and whjte chips as indicated. 
Urn 1 : 6 red and 4 white. 
Urn 2 :'2 red and 6 white. 
Urn 3 : 1 red and 8 white. 

(i) An urn is chosen at random and a ball is drawn from this· urn. The ball is 
red. Find the probability that the urn chosen was urn I . 

(ii) An urn is chosen at random aIld·twq balls are drawn without replacement 
from this urn. If both balls are red, find the probability that urn I was chosen. Under 
thp.se conditions, what is the probability that urn III was chosen. 

An~. 108/173, 112/12,0 [Gauhati Univ. B.Sc., 1990) 
(b) There are ten urns of which each of three contains 1 white and 9 black balls, 

each of other three contains 9 white and 1 black 'ball, and of the remaining four. 
each contains? white and 5 black balls. One of the urns is selected at random and 
a ball taken blindly from it turns out to be white. What is the probabililty that an 
urn containing 1 white and 9 black balls was selected? ~Agra Univ. B.Sc., 1991) 

3 3 4 
Hint: P (E1),= 10' P (Ez) = 10 and P (E3) = 10' 

Let A be the event of drawing a white blll. 
3139451 

P(A)= ~OxW+ iOxW+W x W=2 

P (A lEI) = l~ ~d P (El I A) = ;0 

(c) It is known that an urn containing ·a1together 10 balls was' filled in, the 
following manner: A coin was tossed. 10 times, and accordiJ]g a~ it showed heads 
Or tails, one white or one black ball was put into· the ul1.l.·Balls are dfawnJrom lhis 

Highlight
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urn one at a time, to times in succession (with replacement) and everyone turns 
out to he white. Find the chance that the urn contains nothing but white balls. 

Ans. 0·0702. . 
5. (a) Frqm a vessel containing 3 white and 5 black balls, 4 balls are 

transferred into an empty vessel. From this vessel a ball is drawn and is found to 
be white. What is the probability that out of four balls transferred. 3 are white 
and I black. [Delhi U~i. B.Sc. (Stat. 1ions.), 1985] 

Hint. Let the five mutually exclusive events for the four balls transferred be 
Eo. E It E2, E 3, and E4• where E; denotes the event that i white balls are 
transferred and let A be the event of drawing a white ball from the new vessel. 

and 

Then 
sC4 3C I x 5C3 3C2 X 5C2 

P (~o) = 8C4 ' P(E I') 8C4 ' P (E2) = 8C4 

3C3 X SCI 
P (E) = 8C4 and P (E4) = 0 

I 2 3 
Also P(A I'Eo) = 0, P (A lEI) = 4' P (A I E2) = 4' (A I E3) = 4' 

I 
P (A l'E4) = I·. Hence P(E31 A) = =;. 

(b) The contents of the urns I and 2 are as follows: 
Urn 1 : 4 white and 5 black balls. 
Urn 2 : 3 white and 6 black balls. 

One urn is chosen at random and a ball is drawn and its colour noted and 
replaced back to the um. Again a ball is drawn from the same urn, colour noted 
and replaced. The process is repeated 4 times and as a result one ball of white 
colour and three balls of black colour are obtain, 1. What is the probability that 
the urn chosen was the urn 1 ? (Poona Univ. B.E., 1989) 

Hint. P(EI) = P (E2) 1F 1/2, 
P (~ lEI) = 4/9, I - P (A lEI) = 5/9 
P (A I E2) = 1/3, 1 - P (A I E2) = 2/3 

The probability that the urn chosen was the urn I 

! 1. (~)3 
2· 9 9 

=------------------------
! 4 (~)3 L 1, .(~)3 
2· 9· 9 + 2· 3· 3 

(c) There are five urns numbered I to 5. Each urn contains to balls. The ith 
urn has i defective balls and 10 - i non-defective balls; i = 1,2, ... 5. An urn is 
chosen at random and then a ball is selected at random from that urn. (i) What is 
thc probability that a defective ball is selected? 

(ii) If the selected ball is defective, find the probability that it came from 
urn i. (i = 1,2, ... , 5). [Delhi Univ. B.Sc. (Maths Hons.), 1987] 

Hint.: Define the following events: 
E;: ith urn :is selected at random. 
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(i) 

(ii) 

A : Defective ball is selccted. 
p. (Ei) = 1/5; i = 1,2, ... , 5. 
P (A lEi) = P [Defective ball from ith urn] = il1O, (i = 1,2, ... , 5) 

P (Ei) . P (A lEi) =' k x liO = ;0 ' (i = 1 , 2 , ... , 5). 

P(A)= ~P(Ei)P(A I Ei)= ~ (.1..)= 1-+ 2+3+4+5 3 
j = 1 j = 1 50 50 10 

I P (Ei) P (A lEi) i/50 ! . ~ 
P (Ei A) = "LP (Ei) P (A lEi) = 3/10 = 15 ; l = 1 ,2, ... ,5. 

j 

4·77 

For example, the probability that the defective ball came from 5th urn 
= (5/15) = 1/3. 

6. (a) A bag contains six balls of different colours and a ball is drawn from it 
at random. A speaks truth thrice out of 4 times and B speaks truth 7 times out of 10 
times. If both A and B say that a ,ed ball was drawn, find the probability of their 
joint statement being true. 

[Delhi Univ. B.Sc. (Stat. Hons.),1987; Kerala Univ. B.Sc.I988] 
(b) A and B are two very weak students of Statistics and their chances of 

solving a problem correctly are 1/8 and 1/12 res~tively. If the probability of their 
making a common mistake is 1/1001 and they obtain the same answer, find the 
chance that their answ~r is correct. [Poona Univ. B.sc., 1989] 

A R d Pr bab'I' I;S x 1112 13 
ns. eq. 0 I Ity = 1111 x ilI2 + (l - I;S) • (l ~ ilI2) . ilIool 14 

7. (a) Three bOxes, practicaHy indistinguishable in appearance, have two 
drawers·each. Box l.contaiils a gold 'coin in one and a sit ver coin in the other drawer, 
boX'II contains a gold coin in each drawer and box III contains a silver coin in each 
drawer. One box is chosen at random and one of its drawers is opened at random 
and a gold coin found. What is the:probability that the other drawer contains a coin 
of silver? (Gujarat Univ. B.Se., 1992) 

Ans. 113, 113. 
(b) Two cannons No. I and 2 fire at the same target Carinon No. I gives.on 

an average 9 shots in the time in which Cannon No.2 fires 10 projectiles. But on 
an average 8 out of 10 projectiles from Cannon No. 1 and 7outofIO from Cannon 
No. 2 ~trike the target. [n the course of shooting. the target is struck by one 
projectile. What is the probability of a projectile which has struck the target 
belonging to Cannon No.2? (Lueknow Univ. B.Sc., ,1991) 

Ans. 0·493 
(c) Suppose 5 mep out of 100 IlDd 75 women Ol,lt of 10.006 are colour.blind. 

A colour blind person is chosen at random. What is the probability of I)is being 
male? (Assume.males and females to be in equal number.) 

Hint. £1 = Person is a male, E2 = PersOn is a female. 
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A =.Person is colour blind. 
Then P (EI ) = P (E1) = Yi, P (A lEI) = 0·05 , P (A I E1) = 0·0025. 
Hence find P (EI I ,A). 
8. (a) Three machines X, Y, Z with capacities proportional to 2:3:4 are 

producting bullets. The probabilities that the machines produce defective are 0·1, 
0·2 and 0·1 respectively. A bullet is taken from a day's production and found to be 
defective What is tflpo orohability that it came from machine X ? 

[Madras Univ. B.Se., 1988] 
(b) In a f~ctory 2 machines MI and M1 are used for manufacturing screws 

which may be uniquely classified as good or bad. MI produces per day nl boxes of 
screws, of which on the average, PI% are bad while the corresponding numbers for 
M1 are n1 andpz. From the total production of both MI and M1 for a certain day, a 
box is chosen ~t r~ndom, a screw taken out of it and it is found to be bad. Find the 
chance that tbe selected box is manufactured (i) by M I , (if) M1• 

Ans. (;) nl PI/(nl PI + n1P1) • (ii) n1pz/(nl PI + n2P1) • 

9. (a) A man is equally likley to choose anyone of three routes A, B, C from 
his house to the railway station, and his choice of route is,not influenced by the 
weather. If the weather is dry. the probabilities of missing the train by routes A, B, 
C are respectiv~ly 1/20, 1/10, 1/5. He sets out on a.dry day and misses the train. 
What is the probability that the route chosen was C ? 

On a wet day, the respective probabilities of missing the train by routes A, B, 
Care 1/20, 1/5, 1/2 r~pectively. On the average, one day in four is wet.lfhe misses 
the train, what is the probability that the day was wet? 

[Allahabad Univ. B.se., 1991] 
(b) A doctor is to visit the patient and from past experience it is known that 

the probabilities that he will come by train, bus or scooter are·respectively 3/10, 
1/5·, and 1/10, the probabililty that he will use some other means of transport being, 
therefore, 2/5. If he comes by train, the probability that he will be late is, 1/4, if 
by bUs 1/3 and if by scooter 1/12, if he uses some other means of transport it can 
be assumed that he will not be late. When he arrives he is .late. What is the 
probability that (i) he comes by train (if) he is not.late? 

[Burdwan Univ. B.Se. (Hons.), 1990] 
Ans. (i) 1/2, (ii) 9/34 

10. State and prove Bayes rule and expalin why. in spite of its easy deductibility 
from·the postulates of probability, it has been the subject of such extensive 
controversy. 

In th~ chest X-ray tests, it is found that the probability of detection when a 
person has actually T.B. is 0·95 and probabiliIty of diagnosing incorrectly as having 
T.B. is 0·002. In a certain city 0·1 % cf the adult population is suspected to be 
suffering from T.B. If an adult is selected at random and is diagnosed as having 
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T.B. on the basis of the X-ray test, what is the probability of his.actually having a 
T.B.? (Nagpur Univ. B.E., 1991) 

Ans. 0·97 
11. A certain transistor is manufactured at three factories at Bamsley, Bradford 

and BrisLOl.lt is known that the Bamsley facLOry produces twice-as many transisLOrs 
as the Bradford one, which produces the same number as the BrisLOI one (during 
the same period). Experience also shows that 0·2% of the transistors produce4 at 
Bamsley and Bradford are faulty and so are 0·4% of those produced at BrisLOI. 

A service engineer, while maintaining an electronic equipment, finds a defec­
tive transistor. What is the probability that the Bradford facLOry is to blame? 

(Bangalore Univ. B.E., Oct. 1992) 
12. The sample space CO!1Sists of integers from -I to 2n which are assigned 

probabilities proportionalLO their logarithms. Find the probabilities and show tbat 
the conditional probability of the integer 2, given that an even integer occurs, is 

log 2 
[n log 2 + log (n ! ) ] (t.ucknow Univ. M.A., 1992) 

(Hint. Let Ej : the event that the integer 2i is drawn, (i = 1,2, 3, ... , n ). 
A : the event of drawing' an even integer. 

11 

=> A = E. U E1 U .•. u E~ => P (A) = 1: P (Ej ) 

;= ) 
But P (Ej ) = k log (U) (Given) 

11 11 

P(A)=k 1: log (fi)=k log n (2i) = k[nlog2+ log (n!)] 
;=) ;=) , 

p(E.1 A)= 10g(U) , 
. . . • [ n log 2 + log (n !) ] 
13. In answering a question on a multiple choice test, an examinee either 

knows the answer (with probability.p), or he guesses (with probability 1 - p). 
Assume that the probability of answering a question correctly is unity for an 
examinee who knows the an~wer and 11m for tI)e examinee who guesses, ~here m 
is the number of multiple choice alternatives. Supposing an examinee answers a 
question correctly, what is the probability that he really knows the answer? 

and 

[Delhi IJniv. M.e.A., 1990; M.sc. (Stat.), 1989] 
Hint. Let E. = The examinee knows the answer, 

£1 = The examinee guesses the answer, 
A = The examinee answers correctly. 

Then P (E.) = p, P (E1) = 1 - p, P (A I E.) = 1 and P (A IE;) = 11m 
Now use Bay~ theorem LO prove 

p(E.IA)= I+(:-I)P 

14. DieA has four red and two, white faces whereas dieB has two red and four 
White faces. A biased coin is flipped once. If it falls heads, the game d,'ntinues by 
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throwing die A, if it falls taUs die B is to be used. 
(i) Show that the probability of getting a red face at any throw is 1/2. 
(ii) If the first two throws resulted in red faces, what is the probability of 

red face at the 3rd throw? 
(iii) If red face turns up at the· frrst n throws, what is the probability that die 

A is being used? 

Ans. (U) 3/5 (iii) 2?A 
+1 

15. A manufacturing finn produces steel pipes in three plants with daily 
production volumes of 500, 1,000 and 2,000 units. respectively. According to past 
experience it is known that the fraction of defective outputs produced by the three 
plants are respectively 0.005, 0.008 and O.OIO.1f a pipe is selected at random from 
a day's total production and found to be defective, from which plant does that pipe 
come? 

Ans. Third plant. 
16. A piece of mechanism consists of 11 components, 5 of type A, 3 of type 

B, 2 of type C and 1 of type D. The probability that any particular component will 
function for a period of 24 hours from the commencement· of operations without 
breaking down is independent of whether or not any other component breaks down 
during that period and can be obtained from the following table. 

Component type:ABCD 
Probability:(}60· 70· 30· 2 
(i) Calculate the probability that 2 components ch9~n at random from the 11 

components will both function for a period of 24 hours from the commencement 
of operations without breaking down. 

(ii) If at the end of.24 hours of operations neither of the 2 components chosen 
in, (i) has broken down, what is the.probability that they are both type C .COIn­

ponents. 
l:ii!1t. 

(i) Required probability = _1_ [ SCi x (0·6)1 + 3C1 «(). 7)1 + lCl (0·3)1 
"Cl 
+ sCt x ~Ci x 0·6 x 0·7 + sCt x lCI x (0·6) x (0·3) 
4- sCt x let x (0·6) x (0·2) + 3CI x lCt x 0·7 x 0·3 
+ 3Ct x ICI x 0·7 x (}2 + lCI x ICI x 0·3 x 0·2] 

=p (Say). 
(ii) Required probability (By Bayes theorem) 

lCl x (0,3)1 0·09 
= p . p 

4·10. Geometric probability. In renuuk 3. § 4·3·1 it was pointed out that the 
classical. definition of probability fails if the total number of outcomes of an 
('~periment is infinite. Thus. for e~~mple. if we are interested in finding the 

;l 
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probability that a point selected'at random in a given region will lie in a,specified 
part of it, the classical definition of probability is modific<l and extended to what 
is called geometrical probability or probability in continuum, In this case, the 
general 'expression for probability 'p' is given by 

_ Measure of specified part of the region 
p - Measure of the whole region 

where 'measure' refers to the length, area or volume of the region if we are dealing 
with one, two or three dimensional space respectively. 

Example 4·34. Two points are taken at random on the given straight line of 
length a. Prove that the probability of their distance exceeding a given length 

c (<: a).is equalto (I -; J. 
[Burdwan Univ. B.Sc. (Hons.), -1992;.l)elhi Univ. M.A. (Econ.), 1987] 

So~utio",. Let f and Q be any two points taken at random op the given straight 
line AB of length • a: . Let AP = x and AQ = y, 

(0 ~ x ~ a, 0 ~ y ~ a). 
Then we want P {I x - y I > c}. 
The probability can be easily calculated geometrically. Plotting. the lines 

x - y = e and y - x = e along·the co-ordinate axes, we get the fol1owing diagram: 

Since 0 ~x~ a, 0 ~y ~ a, total ~a=a. a 7' a1• 

Area favourable to the event I x - y I > e is given by 

A LMN + h. DEF = k LN. MN .f. k EF . DF' 

=! (a- d+! (a -d=(a _e)2 
2 . 2 

(a 'e)2 ( ef 
P(lx-yl>e)= :1 I-~) 
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Example 4·35. (Bertrand's Problem). If a chord is taken at random in a 
circle, what is the chance that its length.l is not less than 'a' ., the ra4~us of the 
circle? 

Solution. Let the chord AB make an angle e with the diameter AOA ' of the 
circle with centre 0 and radius OA=a. Obviously, e lies betwseen -1t/2 and 1t12. 

Since all the positions of the chord AB and 
consequently all the values of e are equally 
likely, e may be regarded as a random vari-
able which is unifonnly distributed c/. § 8·1 A' 
',over (~1t/2, 1t/2) with probability density 
function 

1 f (e) = - ; - 1t/2 < e S 1t/2 
1t 

L ABA " being the aQgle in a semi­
circle, is a rigt-t angle. From A ABA' we have 

AB = cose 
AA' 

~ 1=2acose 
The required probability 'p~ is given by 

p=P(1 ~ a)=P(2acose ~ a) 
=p(cose ~ 1/2)=p(le I S 1t/3) 

1tI3 1tI3 

= ,J f (e) de = ~ J de = ~ 
-1tI3 -1tI3 

A 

Example 4·36. A rod of length' a' is broken into three parts at random. What 
is the probability that a triangle can beformedfrom these parts? 

Solu~ion. Let the lengths of the three parts of the rod' be x, y and a - (x + y). 
Obviously, we have 

x>O; y>Oandli+y<a =.. y<a-x ... (*) 
In order that these three parts fonn the sides of a triangle, we should have 

and 

a 
~+y>a-~+~ ~ y>--x' 

2 

x+a- (x+ y» y 

y + a - (x + y) > x 

a y<-
2 
a y<-
2 

... (**) 

since in a triangle, the sum of any two sides is greater than the third. Equivalently. 
( .. ) can be written as 

a a --x<y<-2 2 

Hence, on using (.) ~d ( ... ), the required probability is given by 

... (.**) 
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al2 aI2 aI2 

.::....[ _<,;:;..,al2:;<.,.L....::.x_d---,Y dx_" = l [~- (~- x )] dx 

a a-x 

f f dydx 
o 0 

a 

f (a -x) dx 
o 

rf I~/~ a2/8 1 

-1-(a2-x)2'1~ = a2/2 = '4 
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Example 4·37. (Burron's Needle -Problem). A vertical Qoard is ruled with 
horizontal parallel lines at constant distance 'a' apart. A needle of length I J < a) 
is thrown at random on:the table. Find the probability that it will intersect one of 
the lines. 

Solution. Let y denote the distance from the cenlre of the needle to the nearest 
parallcl and ~ be angle fonned by the needle with this parallel. The quantities y 
and ~ fully detennine the position of the needle. Obviously y ranges from 0 to 
0(2 (since I < a) and, ~ from 0 to 1t • 

Since the needle is ,dropped randomly, all poss~ble ~alues of y and ~ may be 
regarded as equally lik~ly and consequently the joint probability density function 
fCy,~) of y and ~ is given by the unifonn 
dislribution.( c.f. § 8.1 ) QY 

JCy,~)=k.; O~~S;1t, 
Os; Y s; a12, ... (*) 

where k is a constant. 
The needle will jnt~lsect one of the 

lines if the distance of its cenlre from me 
line is less than ~ I sin~, i.e., the required 

event can be represented by the inequality 

1 
a 

I 
0< y < t I sin ~ . Hence.the required probability p is given by 

It ('~.)12 

J J f(Y, ~) dy df!> 
-0 0 

1= . It -alZ 

J J f(y,~)djiJ~ 
o 0 

It 

~J sin~d~ 
0 = (a/2) .1t . 
l-cos~I~= 21 -

a1t an 
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EXERCISE 4 (e) 
1. Two points are selected at random in a line AC of length 'a' so as to lie on 

the opposite sides of its mid-point O. Find the probability that the distance between 
them is less than a/3 . 

2. (a) Two points are selected at random on a line of length a. What is the 
probability that .10ne of three sections in which the line is thus divided is less than 
al41 

Ans. 1116. 
(b) A rectilinear segment AB is divided by a point C into two parts AC=a, 

CB=b.PointsXand Y are taken at random onAC and CB respectively. What is the 
probability thatAX,XYand BY can form a triangle? 

(c)ABG is a straight line such thatAB is 6 inches and BG is S' inches. A pOint 
Y is chosen at random on the BG part of the line. If'C lies between Band G in such 
a way that AC =t inches, find 

(i) the probability that Y will lie' in BC. 
(ii) the probability that'Y will lie in CG. 

What can you say about the sum of these probabilities? 
(d) The sides of a rectangle are taken at random each less than a and all lengths 

are equally likely. Find the chance that the diagonal is less than a. 
3. (a) Three points are taken at random on the circumference of a circle. Find 

the chan~ that they lie on the same semi- circle. 
(b) A chord is drawn at random in a given circle. Wliat is the probability that 

iris greater than the side of an equilateral triangle inscribed in that circle? 
(c) Show that the probability of choosing two points randomly from a line 

segment of length 2 inches and their being at a distance of at least I inch from each 
other is 1/4. [Delhi Univ. M.A. (Econ.), 1985] 

4. A point is selected at random inside a circle. Find the probability that the 
point is closer to the centre of the circle than to its circumference. 

S. One takes at random two points P and Q on a segment AB of length a 
(i) What is the prooabiJity for the distancePQ being less than b ( <a )1 

(ii) Find the chance that the distance between them is greater t~an a given 
length b. 

6. Two persons A and B, make an appointment to meet on a certain day at a 
certain place, but without fixing the time further than that it is to be between 2 p.m. 
and 3 p.m and that each is to wait not longer than ten minutes for the other. 
Assuming that each is independently equally likely to arrive at any time during the 
hour, find the probability that they meet. 

Third person C, is to be at the same place from 2·10 p.m. until 2·40 p.m. on 
the same day. Find the probabilities of C being present when A and B are there 
together (i) When A and B remain after they meet, Oi) When A and B leave as soon 
as they meet. 
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Hint. Denote the times of arrival of A by x and of B by. y. For the meeting to 
take place it is necessary and sufficient that 

Ix-yl<lO 
We depict x and y as Cartesian coordinates in the plane; for the scale unit we 

take one minute. All possible outcomes can be described as points of a ~qujife with 
side 60. We shall finally get [cf. Example 4·34, with a == 60, c = lO] 

P [I x - y 1< lO] = 1 - (5/6)~ = 11136 
7. Tile outcome of an experiment are represented by points 49 the square 

bOunded by x = 0, x = ~ and y = 2 in the ~-plane., If the probability is distributed 
~niformly, determine the probability that Xl + l > 1 

Hint. 

Required probability P (£) = J ~ dx dy = 1 - J ~ dx dy 
E E' 

where E is the region for whiCh Xl + 'l:> 1 and' E' is the region for which 
Xl+ l~ 1. 

1 1 

4P (£) = 4 - J J dx dy = 3 
o 0 

3 
P(£)=-

4 

8. A floor is paved with tiles, each tile, being a parallelogram such that the 
distance between pairs of opposite sides are a and b respectively, the length of the 
diagonal being I. A stick of length c falls on the floor parallel to the diagonal. Show 
that the probability that il will lie entirely;on one tile is 

(1-7 r 
If a circle of diameter d is thrown on the floor, show that the probability that 

it will lie on one tile is 

(I-~J (I-~) 
9. Circular discs of radius r are thrown at random on to a plane circular table 

of radius R which is surrounded by: a border of uniform width r lying in'the same 
plane as the table. {f the discs are thrown independently and at random, end N stay 
on the table, show that the probability that a fixed point on the table but not ~ the 
border, will be covered is 

1- [1- (R:d J 
SOME MISCELLANEOUS EXAMPLES 

Example 4·38. A die is loaded in' such a manner thatfor n=l. 2, 3. 4. 5./6.the 
probability of the face marked n. landing on top when the die is rolled is propor­
tional to n. Find the probability that an odd number will appear on tossing the d,e. 

[Madras Univ. D.SIe. (Stat. Mafn),1987] 
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Solution. Here we.'are given 
P (n) oc n or P (n) = kn, where k is the constant of proportionality. 

Also P(l) + P(2) + .. 'p(6) = I => .k( I + 2 + 3 + 4 + 5 + 6) = I or k = 1/21 
, .' .,' 1+3+5 3 
Requlred Probablhty = P(1) + P(3) + P(5) = 21 = '7 
Example 4·39. In.terms of probability : 

PI = peA) , P'1. = PCB) , P'l = peA (\ B), (PI. P'1., P3 > 0) 
Express the following in tenns of PI .. p'1., P'l . 
(a) peA u B). (b),PeA u Ii). (c) ,PG\ (\ B). (d) p(i\ u B). (e) peA (\ B) 

if) P( A (\ Ii). (g) P (A I B), (h) P (B I A), (i) P [A (\ (A u B)} 

S9lution. 
(a) P( Au B) = 1- peA u B) = I - [P(A) + PCB) - P(AB)]. 

= 1- PI- P2+ P3. 
(b) f( A u Ii) = P (A () B)= 1- P (A (\ B) = 1- Pl 
(cj P( A (\ B) = P (B - AB) = P (B) - P (A (\ B) =,n'1. - Pl 
(d)· P eA u B) = P G\) + P (B) - P (A (\ B) = I - PI + P'1. - (P '1. - Pl) 

::;l-PI+P'l 
(e) P( A (\ Ii) = peA u B) = 1 - PI - Pz + P3. [Part (a)] 

if) P( A (\ B ) = P (t\ - A (\ B) = peA) - peA (\ B) = PI - P3 • 
(g) P(AI-B)= P(A<'1B)/P(B)= p,IPz 
(h) P (B ~A1 = P( A (\B )/P (A)= <P2 - Pl)/(I- PI) 
(i) P[A(\(A~B)]~ p[(AnA),u(A(\B») 

= P ( A (\ B) = P2 - P3 [ .: A (\ A = ~ ] 
Example 4·40. Let peA) = P, P (A I B) = q, P (B I A) == r. Find relations be-

tween the ill:Uhbers P. q. r for thefollowing cases: 
(a) Events A and B are mutually exclusive. 
(b) A and B are mutually exclusive and collectively exhaustive. 
(c) A is a subeyent ofB; B is a sribevent of A. 
(d) A and B' are mutually exclusive. 

tDelhi Univ. B.Sc. (Maths Hons.) 1985) 

Solution. Frpm given data : P (A) = p, P (:A (\ B) = P (A) P (B.I A) = rp 

P (B) = P (A (\ B) !I!. 
.. P (A IB) q 

(a) P(A(\.B)= 0 => rp= O. 
(b) P(AilB)=O and P(A)+ P(B)= 1 

=> p'(q+r)= q; rp= 0 ='> pq= q => p=1 V q=O. 
(c) A~8 => A,(\B=A or'P(A(\#)='p(A) => rp=p => r=1 Vp=O. 

B ~ A => ,A (\ B' = B or peA (\ B) = P(B) 
=> rp=(rplq) or rp(q-I)=O => q=1 

(d). P (:4 n Ii) =. J - P (A u B) => 0 = I - [P (A) + P (B) - P (A (\ B)J 
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So P (A) + P (8) = 1 + P (.4 n 8) => 
P (q+ r)= q (1 '+ pr). 

. 4-87 

p[I+(r/q»):;: I+rpl 

Example 441. (a) Twelve balls are distributed at random among three bOxes. 
What is the probability that the first bo~ will contain 3 balls? 

(b) If n biscuits be distributed among N persons, find't~ chance that a 
particular person receives r ( < n ) biscuits. [Marathwada Univ. B.sc. 1992] 

Solution. (a) Since each ball can gOlo'any one ofthe·three bbxes, there. are 3 
ways in which a ball can go to anyone of the three boxes. Hence there are 312 ways 
in which. 12 balls can be placed in the three boxes'. 

N~mber of ways in whic~ 3 balis out of 12 can go. to the fIrSt box is 12C3. Now 
the remaining 9 balJs are to be placed in 2 boxes and'this can be done in 2' ways. 
Hence the total number of favourable cases = 11C3 x 29. ' 

, uC3 x29 

:. Required probability ;::; ---:-=---
311• 

(b) Take anyone biscuit. This can be given to any one-'of the N beggars so that 
there are N ways of distributing anyone biscuit. Hence I)le total number of ways 
in which n biscuit can be distributed at random among N beggars 

= N . N .. , N ( n times',) = N·. 
1 r' biscuits can be given to an'y particular beggar in ·c, ways. Now we are left 

with (n'- r) biscuits which are'to be distribut¢ among the remaining (N - I) 
beggars and this can be done' in (N - 1)"-' ways. 

. . Number of. favourable cases = ·C,. (N - IX -, 
"C (N -1)"-' . 

Hence, required prob;,lbility = ' N " 

Example 4·42. A car is parked among N cars in a row, not,ilt either end. On 
his return the owner finds that exactly r of the N pJaces are still occupied.Whaiis. 
lhe probability that both neighbouring places are empty? 

Solution. Since the owner finds on return lhat exactly r of the /Ii places 
(including.Qwner's car) are occupied, the exhaustlve number of cases for such an· 
arrangement is N-1C,_1 [since the remaining r!... 1 cars are to be parked in 'the 
remainingN - I places and thiscan·bedone in N-1C,_1 ways]. 

Let A denote the event that both the neighbouril)g places to owner's car are 
empty. This requires the remaining (r - 1) cars to be parked in 'the remaining 
N - 3 places and hence the num6er of cases favourable to A is N- 3C;_I. Hence 

N-'3' , ' 
P(A) = C,_~ = (N-r)(N-r-l) 

N-1C,_1 (N' - I)(N - 2) 

Exam pIe 4·43. What is the probability thai at least two out of n people have 
lhe same birthday? Assume 365 days in a year and that all days are equally likely. , 
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Solution. Since the birthday of any person can fallon any one of the 365 days, 
(he exhaustive number of cases for the birthdays of n persons is 365". 

If the birthdays of all the n .persons fallon different days, then the number of 
favourable cases is 

365 (365 -1) (365 - 2) .... [365 -(n-l)], 
because in this case the birthday of the first person can fallon anyone of 365 dayS, 
the birthday of -the second person can fall on anyone of the remaining 364 days 
and soon. 

Hence the probability (p) that birthdays of all the n persons are different is 
given by: 

_ 365 (365 - 1) (36~ - 2) ... [ 365 - (n - 1)] 
P - 365" 

= (I - 3!5 ) (1 - 3~5 ) (1 -~ ) '" (1 - n3~51 ) 
Hence the required probability that at least two persons have the same birthday 

is 

1 - P = 1- (1- 3!5/) (J - 3~5') (1- 3~5 ) ... (1- n3~51 ) 
Example 4·44. A five-figure number is formed by the digits'O, 1, 2,3,4 

(without repelitiofl).;Find the probabilifJI-lhtJt the number formed i~ divisible by 4. 

[Delhi Univ. B.sc. (Stat. Hons.), 1990) 

Solution. The total number of ways in which the five digits 0, 1, 2, 3,4 can be 
arranged among dtemsel ves is 51. Out of these, the num ber of arrangements which 
begin with 0 (and, therefore, will give only 4-digited numbers) is 41. Hence the 
total number of five digited nwnbers that can be formed from the digits 0, 1,2,3, 
4is 

5! -4! = 120-24=96 
The number formed will be divisible by 4 if the number formed by the two 

digits on extreme right (i.e., the digits in the unit and tens places) is divisible by 4. 
Such numbers are : 

04 , 12 ,20 , 24 ,32 , and 40 
If the numbers end in 04, the_remaining three digits, viz.,l, 2 and 3 can be 

arranged among dtemselves in 3 I ways. Similarly, the number of arrangements of 
the numbers ending with 20 and 40 is 3 ! ~n each case. 

If the numbers end with 12, the remaining three digits 0,3 ,4 can be arranged 
in 3 ! ways. Out of these we shall reject those numbers which start with 0 (i.e., have 
o as the first digit). There are ( 3 - t ) ! = 2 ! such cases. Hence, the number of five 
digited numbers ending with 12 is 

31-2!=6-2=4 
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Simil¥ly the number ,of 5.digited numbers ending with 24 and 32 each is 4. 
Hence the total number of favourable cases is 

3 x 3 ! + 3 x 4 = 18 + 12 ~ 30 

. ed b bT 30 5 Hencerequlf pro a llty= 96= J6 

Example 4·45. (Huyghe,n's problem). A and B throw alternately with a pair 
of ordinary dice. A wins if he throws 6 be/ore B throws?, and B wins if he throws 
7 be/ore A throws 6.I/A begins, show that his cliance-o/winning is 30 161 

[Dellii Univ. B.Sc. (Stat. Hons.)t 1991; Delhi Univ. B.Sc.,1987] 
Solution. Let EI denote the event of A 's throwing '6' and E2 the event of B's 

throwing '7 with a pair of dice. Then £1 and £2 are the complementary events. 
'6' can be obtained with two dice in the following ways: 

(1,5 ), (5, I ), (2, 4), (4, 2), (3, 3), i.e., in 5 distinct ways. 
5 ,. - 5 31 

.. P (E1) = 36 and P (~I) = I - 36 = 36 

'7' can be obtained with two dice. as follows: 

(1,6), (6,1), (2, 5), (5, 2), (3,4), (4, 3), i.e., in 6 distinct ways. 
'. 6 1 - 1 5 

P(E2) = -,- = - and P,(ElJ = 1-- = -
36 6 '- 6 6 

If A starts the· game, he will win in the following mutually exclusive ways: 
(i) EI happens (ii) £1 n £2 n EI happens 

(iii) £1 n £2 n £1 n £2 n EI happens, and so on. 
Hence by addition theorem of probability, the required probability of A's 

winning, (say), P (A) is given by 
P (A) = P (i) + P (U) + P (iil) + .. , 

= P (E1) + P (£1 n £2 n E1) + P (£1 n £2 n £1 n £2 nE1) + .... 
= P(E1) + P(£I) P(£2) P(E1) + P(£;) P(£2) P(£l) P(E2) P(E1) + '" 

(By compound proba,bility theorem) 
5 31 5 5 31 5 31 5 5 

= 36 + 36 x'6 x 36 + 36 x'6 x 36 x'6 x 36 + .. , 

= 
5/36 30 

31 5 - 61 
1- 36 x'6 

Example 4·46. A player tosses a coin and is'to score one point/or every head 
and two points/or every tail turned up. He is to play on until his score reaches or 
passes n. If p~ is the chance 0/ allaining exactly n score, show lha! 

1 
P~=2 [P~-I + P~-2], 

and hence find the value o/p~. [Delhi Univ. B.Sc. (Stat. "ons.),1992] 
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Solution, The score n can be reached in the following two Jrlutually exclusive 
ways: 

(i)By throwing a tail when score is (n - 2), and" 
(ii)By throwing a head when score is (n - I), 

• HenCe by addition the<,>~m of probability, we get 

P~ = P.(i) + P (ii) =t ,P~-2 +! 'P~-I =t (P~-I + P~-2 ~ 
To find P~ explicitly, (*) may. be re-written as 

+ 1 . + I 
P~ 2. P~-I = P,;-I 2. P~-2 

I 
= Pl'+'2 P1 

S~nce the score 2 can be obtained as 
(i)Head in fU'St throw and head in 2nd throw, 
"(ii)TaiI in tbe first throw, we have 

111113 . 1 
P2=- -+-=-+-=- and obvIOusly PI =-

2'2 2 4 2 4 2 

Henc~, from (u), we get 

1 3 1 1- 2 1 2 1 2 
P~ + 2. P~ -I = 4 + 2.' 2. = 1 = 3" + 3" = '3 + 2. ' 3" 

P~ - i = ( - ~) (p. - 1 - ~)l 
PN - I - i = ~ - t) (p. - 2 -:~) 

P2 - t = ( -~) (PI - i) 
Multiplying all the above equations. we get 

P~ -i=(-~)1I-1 (PI-i> 

= (_.!.)N-I (!_~)= (-I)" .1 ! 
:: :: 3 • 2" ' '3 

2 (- I)" I I 
p.= 3'+ - 2" '3' 

= .! [2 + ( - 1)" 1.] 
3 2" 

Example 4·47. A coin is tossed (m+n) times, (mn). Show that the probability 

of I . L __ J_' n + 2 
at east m consecutive m:uu3 IS "Z" + 1 ' 

- [Kurukshetra Univ. M.Sc.I990; Calcutta Univ.8.Sc:.(IIo05.),I986] 
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Solution. Since m >n, only one sequence of m consecutive heads is 
possible. This sequence may start either w~th the first toss or second toss or third 
toSS, and so on. the last,one will be starting with (n + l)th toss. 

Let Ei denote the event that the sequence of m consecutive heads starts with 
ith toss. Then the required probability is 

P (EI ) + P (E2) + ... + P (EM : I ) ... (*) 
Now P(EI ) = P [Consecutive heads in f~rst m tosses and head or tail in the rest] 

= (~J 
P (E2) = P [Tail in the first toss, followed by m cOJ)~utive'heads and 

head or tail in the nexU 

= ~ (~J = 2}+ I 

In general, 

P (E,) = P [tail in the (r - I)th trial followed by m consecutive heads 
and head or tail in the next] 

1 ('I J -" 1" . = '2 '2 = 2""1-' -V r = 2, 3, ... , n + 1. 

Substituting in (*), 

R 'ed babT 1 n 2+n 
eqUlC pro llty:: 2'" + 2"'+ 1= 2"'+ I 

Examp~e 4·48. Cards are dealt one by one from a well-shuffled pgck until an 
ace appears. Show that the probability that exactly n cards are dealt before the 
first ace appears is 

4(51 - n) (50 - n) (49 - n) 
52.51.50.49 [Delhi Univ. B.Sc. 1992] 

Solution. Let Ei denote the event diat an ace appears when the ith card is 
dealt. Then the required probability 'p' is given by 

Now 

p:;= P '[Exactly n cards are dealt before the first ace appears] 
= P [The first ace appears at the (n + l)th dealing] 
= P (EI fi E2 fi E3 fi .,. fi EM-I fi EM fi Eul) , 

= P (EI ) P (E21 EI) P (E3 lEI fi EJ ... 
x P (EM I EI fi E2 fi . '.' fi EM-I) X P (E. + I I EI fi E2 fi ... fi E.) , 

I ••• (*) 

P (EI ) = ~~ 
- - 47 

P (E2 I EI ) = 51 
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- - - 4 
P(E~_IIElnE2n ... nE~_J= 52-(n-2) 

- - - - 5O-n 
P(E~_IIEI nE2n ... nE._J'~ 52-(n-2) 

- - - 4 
p ( E~ I EI n E2 n ... n E~ -I) = 52 ~ (n - l) 

- - - - 49- n 
P (E~ I EI n E2 n ... n E._I) = 52 _ (n _ 1) 

- - - 4 
P ( Eu d EI n E2 n ... n E~) = 52 _ n 

, :- Hence. from (*) we get 

~ -[48 47 46 45 44 43 _ 52 - n 
p= 52x5tx50x49x48x47x ... x 52 - (n - 4) 

. 51 - n 50 - n 49 - n 4] x "x x x--
52- (n- 3) 52- (n- 2) 52- (n- I) 5+- n 

_ (51 - n)(50 - n)(49 - n) 4 
- 52x51 x50x49 

Example 4-49. If/our squares are cliosen at random on d chess-board,find 
the chance 'that they slwuJd be in a diagonal line. 

[Delhi Univ. B.Sc. (Stat. Hons.), 1988] 
Solution. In a chess-board there are 8 x 8 = 64 squares as shown in the 

followim~ diagram. 

A 
Al ~~-+--~~~-+-+~ 
AI I~~~ __ ~~~-+-+~ 
A3 
~ ~~~~~--~~~ 

Let us consider the number of ways in 
which the 4 squares selected at random are 
in a diagonailine parallel to AB. Consider 
the II ABC. Number of ways in which 4 
selected squares are along the lines ~ B •• 
.A,B,. A2B2. AIBI and AB are ·C4• 5C •• 
"C •• '7 C4 and sC. respectively. 

Similarly. in llABD there are an 
equal number of ways of selecting 4 
squares in a diagonal line parallel to AB. 

Hence, total number of ways in which 
the 4 selected squares are in a diagonal 
line parallel to AB an 
2 (·C. + 'C4 + 6C. + 7C.) + ·C •• 
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Since there is an equal number of ways in which 4 selected squares are in a 
diagonal line parallel to CD, the required number of favourable cases is given by 

2 [ 2( 4C4 + sC4 + 6C4 + 7C4) + 8C4] 

is 
Since4 squares can be selected outof 64 in 64C4 ways, the required probability 

= 2 [2( 4C4 + sC~ + 6C~ + 7C4) + 8C4] 

64C4 
_ [4 ( 1+ 5 + 15 + 35,) + 140] x 4 !, _ 91 
- 94 x 63-x62 x.61 -.158844 

Example 4·50. An urn contains four tickets "f(lrked with numbers 112, 121, 
211,222 and one ticket is drawn 'at random. Let Ai, (i=1, 2, 3) b.e the event that ith 
digit of the number of the ticket drawn is 1. DiscuSs the independence of the events 
A"Al and A3. [Qelhi Univ.I}.Sc.(Stat. Hons.),1987; Poona Univ. B.Sc.,1986] 

Solution. We have 

P(AI) = ~ = t = P(A1) = P(A3) 

AI n A2 is the event that the fIrst two digits in the number which the selected ticket 
bears are each equal to unity and the only favourable case is ticket with number 
112. 

1 1 1 
P(A I nA1) = '4 = 2·2 

= P(A I) P(A1) 

Similarly, 
1 P(Al n A3) = '4 = P(Al) P(A3) 

and P(A3 n AI) = ~ = P(A3) P(A I) 

Thus we conclude that the events Ai> A2 and A3 are pairwise independeni. 
Now P(AI n:A3 nA3) = P {all the three digits in the number are 1 's} 

= P(cI» 
= 0 :F P(AI) p{.('h) P(A3) 

Hence Ai> A2 and A3 though pairwise independent are not mutually inde­
pendent. 

Example 4·51. Two fair dice are thrown independently. three events A, B 
and C are defined asfollows: 

A: Oddface withfirst dice 
B : Oddface with second dice 
C .: Sum of points on two dice is odd. 

Are the events A, B and C mutually independent? 

[DelJti Univ. BoSe. (Stat. Hons.) 1983; M.S. Baroda Univ. B.Sc.1987) 
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Solution. Since each of the two 4if:e can show anyone of the six faces 1,2,3, 
4,5, 6, we get: 

P(A) = 3 x 6 = .! 
36 2 

[.: A= (1,3,5) x (1,2,3,4,5,6)] 

P(B) = 3 x 6 = .! 
36 2 

- ,. 
[ .: B = (1,2,3,4,5,6) x (1,3,5) ] 

The sum Qf points on two dice will be 0<14 if one shows odd number and the 
other shows even number. Hence favourable cases for C are : 

(1,2), (1,4), (1,6); (4, I), (4,3), (4,5) 
(2, I), (2,3), (2,5); (5,2), (5,4), (5,6) 
(3,2), (3,4), (3.6); (6, n, (6,3)" (6,5) 

i.e., 18 cases in all. 
18 I 

Hence P(C) = 36 = 2" 
\ 

Cases favourable to the events An B, A (') C, B (') C and A (') B (') C are 
given below: 

and 

Event Fav,ql,Uable cases 

AnB (1,1), (i l 3)~ (1, 5), (3,. '1), (3, 3), (3, 5), (5, 1) (5, 3) 

(5,5), i.e., 9 in all. 

A(')C (1,2), (1,4). (1.6), (3.2), (3, 4), (3, 6), (5, 2), (5, 4) 

.(5,6). i.e., 9 in all. 

B(')C (2, 1), (4,1), (6, 1) (2, 3), (4, 3), (6, 3), (2, 5), (4. 5). 

(6. 5), i.e., 9 in alf 
AnB(')C Nil, because AnB· implies that sum of points on two dice is 

even and hence (AnB )(')C = ell 

. 9 1 
P(A (') B) = - = - = P(A).P(B) 

36 4 
9 1 

P(A (') C) = - = - = P(A) P(C) 
36 4 
9 1 

P(B.(') C) = 36 = 4 = P(B) P( C) 

P(A (') B (') C) = P(eII) = 0." P(A) P(B) P(C) _ 
Hence the events A, B and C are pairwise independent but not mutually 

inde~ndent 
• 

Example 4·52. Let A.,Az, .... A. be independent events and P (At) =Pl. 
Further, let P be the probabiJiJy thoi fWne of the events occurs; then sho'(fl thol 

p ~ e - tPI [Agra Univ. M.Sc., 1987] 
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SOlutfon. We have 

p = p ( AI 0 A2 n ... n A~) 
I 

II II II 

= n P (it) = n [1 - P (Ai) ] = n (1 - Pi) 
;=1 i=1 ;=1 

4·95 

{since Ai'S are indepelldent] 

II 

[.: I~x ~ e- 1t forO~ x ~'I 
and 0 ~ Pi ~ 1 ] 

~ p ~ exp [- 1: pd, 
i= 1 

as desired. 
Remark. We have 

I-x ~ e- 1t for 0 ~ x ~ 1 ... (*) 

Proof. The inequality (*) is obvious for x = 0 and x = 1. Consider 0 < x < 1. 
Then ~. . 

1 • <-
log (I-xf = -102 (I-x) 

.. x+2'+'3+'4+ ... , [ 
X2 x) X4 ] 

the expansion being valid since 0 < x < 1 . Further since x > 0, we get from (* * ) 
log(l-xr 1 > x 
-log (l - x) > x 

log (1 - x) < - x 
~ 

as desired. 
Example 4·53. In thefollowing Fig.(a) and (b) assume that the probability oJ 

a relay being closed is P akd that. relay is open or closed independently of any 
other. In each case find the probability that current flows from L to R. 

~t~ ~2~R 
It"" T·",'s . H 6 F"U) V' FI9(&) 

Solution. Let Ai denote the event that the relay i, ( i = 1,2, .•. ,6) is closed. 
Let E be the event that current flows from L to R. 

In Fig. (a) the current willflow from L to R if at least one of the circuitsirom 
L to R is closed. Thus for the current to flow from L to R we have the fo119wing 
favourable cases: 
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(z) At nA1= Bt , (ii) ~ nAs= B1 , 

(iii) At nA3 nAs= B3, (iv) A. nA3 nA1= B., 
The probability Pt that current flows from L to R is given by 
Pt :::; P(Bt u B1 U B3 y:B.) = I: P(Bj ) - I: P(B; n B;).+ I: P(B; n Bj n Bi) 

i i<j i<j<k 

- P(B l nB1nB3 n B.) 

Since the relays operate independently of each other, we have 

P (BI) = P (AI n A2) = P (AI) . P (A1) = p. P = p1 

P (H1) = P (~ n As) = P (~) . P (As) = p . p = l 
P (B3) = P (AI) P (A3) P (As) = p3 

P (B.) = P (~) P (A3) P (A2) = l 
Similarly 

P(BI n B2) = P(AI n A2 n ~ n As) = P(AI) P(A2) P(A.) P(As) = p. 

P ({JI nB1n,B3)= P (AI nA1n A3 n ~ nAs) =i 

and so on. FinaUy, substituting in (*), we get 
PI = (p1 + p1 + p3 + p'l) - (p. + l + l + l + l + l) 

+(ps +l +l +l)-l 

= 2l + 2 p3 - sl + 2l 
In Fig. (b). Arguing as in the above ease, the req~ired l~robability P1 that the 

current flows from L to R is given by 

where 
P2 = P (EI U E1 U E3 u E.) 

EI =AI n A1• E1=A3 nA2.E3=A., E. =As nA, 
P2 = I: P (E;) - I: P(E; n Ej ) + I: P(E; n Ej n Ei) 

i<j i<j<1e 

- P(EI n El,n E"n E.) 
= (p1 + p2 + P + p1) _ (p'l + p3 + l + il + p' + l) 

+ (p4 + l + l + l) - p' 
=p+ 3p2_4 p3 -p. +3l-p' 

Matching Problem. Let us have n letters corresponding to which there exist 
n envelopes bearing different addresses. Considering various letters being put in 
various envelopes, a match is sqid to occur if a letter goes into the right envelope. 
(Alternatively, if in a party there are n persons with n different hats. a match is 
said to occur if in the process of selecting hats at random, the ith person 'rightly 
gets the ith hat.) , 

A match at the kth position for k=l, 2, ._; D. -Let us fIrst consider the event 
Ale when a match occurs at the kth place. For better understanding let us .put the 
envelopes bearing numbners 1, 2, ••.• ~ ~ ascending order. When Ale .000urs, k th 
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letter goes to the kth envelope but (n - 1) letters can go to the remaining (n - 1) 
envelopes in (n - 1) ! ways. 

Hence P (Ak) = (n - I)! = .!.. 
n! n 

where P \AI:) denotes the probability of the kth match. It is interesting to see that 
P (AI:) does not depend on k. 

Example 4·54. (a) 'n° different objects 1.2 •...• n are distributed at random 
in n places marked 1.2 •...• n. Find the probability that none of the objects occupies 
the place corresponding to its number. [Calcutta Univ. B.A.(Stat.Hons.)1986; 

Delhi Univ. B.sc.(MathS Hons.), 1990; B.Sc.(Stat.Hons.) 1988J 

(b) If n letters are randomly placed in correctly addressed envelope~,prove 
that the probability that exac~/y r leters are placed in correct envelopes is given by 

1 II-! I: 1 
-; 1: (-1) -k'; r=I.2 •....•. n 
r. k=O • 

[Bangalore Univ. B.Sc., 1987J 

Solution (Probability 01 no match), LetEi • (i = 1.2 •...• n) denote the event 
that the ith object occupies the place corresponding to its number so that Ei • is the 
compJe~entary event Then the probability 'p' that none of the objects occupies 
the place corresponding to its number is given by 

p= peEl n £2 nE, n '" It.) 
= 1 - P {at least one of the objects occupies the place corresponding 

to its number} 

= 1- P(EI uE1uE,u '" uE~) 
II II II 

= 1 -. [ 1: P(Ei} - D: P(E; n,Ej) + D:l: P(Ei n Ej nEil) - ... 
i=l i,/=1 i,j.It:1 

}<j r<j<k 

+ (_I)~-1 P(ElnEln ... nE~)J ... (*) 

Now P(Ei) = !, V i 
n 

P(E; n Ej) = P(E;) P(Ej IE;) 

1 1 '-4' .(. ;\ 
= -'--1' v I.) 1<;' n n-

P(Ej n ~ n EI:) = P(Ej ) P(Ej lEi) P(Etl Ei n Ej) 

and so on. Finally, 

1 1 l' V ... k (. . k) = -'--1'--2' I.). I<.j< n n- n-

1 1 1 1 
P(EI n El n E, n ... n E~) = -: . -:-t . ~ ... -;; . 1 
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Substituting in (*), we get 

1 [ ~c 1 ~C 1 ~C 1 
p= - 1-;- 2 n(n-l) + 3 n(n-l)(n-2) - ... 

. + (_1)".,.1 '1 ] 
n(n - 1) .. .3 .2. I 

= 1 - [ 1 - 2\ + 3\ - ... + (- 1)~ -I n\] 
1 1 1 ~ 1 

=:=-2'--3'+-4,-···+(-1) -, . .. n. 
n (-It 

= I k' k=O • 

Remarlt For large n, 
1 1 1 

p= 1-1 +21-31+41- ... 
= e- I = 0·36787 

Hence the probability of at least one match is 
1 1 (- 1)~ 

I-p=1--2 '+-3'-···+ , .. n. 

= 1-!, (foclarge n) 
/ e 

(b) [Probability or exactly' r matches {r ~ (n - 2) }] Let Aj , (i = 1,2, ... , n) 
denote the event that ith letter goes to the correct env~lope. TIlen the l?robability 
that none of the n letters goes to the correct ,envelope is 

n 
pal f"'lA2 f"'l ... f"'l AJ = E (- Itlk! ... (**)[(c! part (a)] 

k=O 

The probability that each of the 'r' letters is in the r~ght envelope is 

n (n - 1) (n _ i) ... (n _ r + 1) , and the probability that none of the remaining 

(n - r) letters goes in the correct envelope is obtained by replacing n by (n - r) in 
n-r (_ It 

(**) and is thus given by k:O k! . Hence by compound probability theorem, 

the probability that out of n letters exactly r. letters go to correct envelopes, (in a 
specified order), is 

1 n-r(l~ 
E ~; r~n-2. 

n(n-l)(n-2) ... (n-r+ 1) k=O k. 

Since r letters can go to n envelopes in ~C, mutually exclusive ways, the 
required probability of exactly r lettets going to correct envelopes, (in any Ofder, 
whatsoever), is given by 
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'C,x I. niT (-It = 1- niT (_I)i _I 
n(n-l)(n-2) ... (n-r+l)k=O k! r! k=O k! 

Example 4·55. Each of the n urns contains 'a' white balls and 'b' black balls. 
One ball is transferr~dfrom thefirst urn to the second, then one ballfrom the latter 
into the third, and so on. If Pi is the probability of drawing a white ball from the 
kth urn, show that . 

a+ 1 a 
Ph 1 = a + b + I pt+ a + b + I 0 - Pi) 

Hence for the last urn, prove that 
a 

p. = a + b ;lPunjab Univ ~ B .• Sc.(Mattts Hons.),1988] 
Solution. The event of drawing a white ball ,from the kth urn can. materialise 

in the following two ways: 
(i) The ball transferred from the (k - I)th urn is white a!ld then a white ball is 

drawn from the kth urn. 
(ii) The ball transferred from the (k - I)th urn is black and then a white ball is 

drawn from the kth urn. 

The probability of case (i) is Pi-1 X a; I I ' 
. a+ + 

since the probability of drawing a white ball from the (k - I)th urn is Pi -1 and 
then the probability of drawing white ball from the kth urn is 

a+1 
a+b+ I . 

Since the probability of drawing Ii black ball from .the (k- I)tb urn is 
[1- Pi- 11 and then the probability of drawing a white ball from the kth urn is 

a 
a+b+I' 

the probability of case (ii) is given by 
a 
b I [I-Pi-d 

a+ + 
Since the cases (i) and (ii) are mutually exclusive, we have by addition theorem 

of probability 
a+ I a 

P. = a+b+ I Pi-1+ a+b+ 1 [l-pi-d 

I a 
P = P + • • 1 a +'b + I i - 1 a + b + I 

Replacing k by k+ tin (*) we get the reql}ired result. 
Changing k to k - I, k.,... 2, ... ~d SQ on, we get 

I .a 
Dl~l = a+b+ I Pi-l+ a+b+ I 

... (*) 

... (1) 

... (2) 
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1 a 
Pk-Z = 'b 1 Pk-3 + b 1 , .. (3) a+ + . a+ + 

1 a 
PZ = a + b + 1 PI + a + b + 1 •.. (k - 1) 

But p: = Probability of drawing a white ball from the first urn = ~b . 
a+ 

Multiplying (1) by 1, (2) by a +! + l' (3) by ( a +! + 1 J. ... , and (k - l)th 

( 1 ;-Z equation by a + b + 1 and adding, we get 

Pi = (a +! + 1 fl PI + a +: + 1 [ 1 + a +! + 1 + (a + ~ + 1)2 + ... 

. ( 1 ;-Z] 
+ a+b+ 1 

[ 
( 1 1- 1 1 _ ( 1 ;-1 x __ a_+ a l-la+b+ I J 

- a + b + 1 (a + b) a + b + 1 ( 1 _,' 1 ) 
a+b+l 

a ( 1 ;-1 a [ ( 1 ;-1] 
= li+b a+b+l + a+b 1- a+b+l 

= a:b[(a+!+ Ifl +{ 1-(a+!+ Ifl}] 
a 

=-b' (k=I,2, ... ,n) 
a+ 

Since the probability of drawing a white ball from the kth urn is independent 
of k, we-:have 

a p,,=--. 
a+b 

Example 4·56. (i) Let the probability p" that afamily has exactly n children 
be a pit when n ~ 1 and po = 1 - a p (1 + P + pZ + .. :). Suppose that all sex distribu­
tions of n children have the same probability. Show that for k ~ 1, the probability 
that afamily contains exactly k boY$ is 2 a .l/(2 - pr l • 

Oi) Given that afamily includes alleast one bUy, 'show that the probability 
that there are two or more boys is p/(2 - p). 
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Solution. We are given 
p. = P [that a family has exactly n Children) 

=: o.p., n ~ 1. 
and po = 1 - 0. P (1 of p.+ p"'2 + ... ) 

4-101 

Let Ej be the event ihatthe number of children in a family is j and let A be 
the event that a family contains exactly k boy-so Then 

P (Ej ) = p,; j = 0, 1, 2, ... 
Now. since each child can have any of the two sex distributions (e~ther boy or 

girl), the total number of possible distributions for a 'family to !\ave 'j' children 
isi. 

and 

·[Putj-,k=r.] 

= 0. '(!!.'J t ·"c, (!!"J' 
2 r=O 2 

(.: ·C,=· ... C,,_,J 
" 

We know that ' .. r 

Hence 

-"c, = (-1)'. H,-IC, ::::) (-1)'" ~"C,_= U,-IC, 
, (-1)'. -(t+I)C, = t.,c, 

I -

(b) Let B denote the event that a family includes at ieast one'boy and C denote 
the eyent that a family has two or more boys. Then ' 
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00 

P (B) = L P [family has exactly k boys] 
k=l 

_ L ap _ 2a L ~ 2 l 00 [ J 
- k=l (2_p)I+\ - 2-p k=,l 2-p 

2a p/(2-p) ap 
=-- x = 

2,-p 1- fp/(2-p)] (\ -p)(2-p) 
00 

P (C)· = L P tfami~y has exactly kboys] 
k=2 

- i 2al - 2a i .(~J 
- k=2 (2:',:pt+ 1 - 2-p k=2' 2-p, 

2 a . fp/(2 - p)]l ap2 
= '2'-= p • 1 - fp/(2 - p)] =. (2 - p)2 (1- p)' 

Since C cB andB ('\ C= C,P (B ('\ C) =P (C) ~ P (B)P (C IB) =P (C) 
Therefore, 

P(C) ap2 (1-p)(2-p) p 
P(CIB)=--= x -

P(B) (2_p)2(1_p) ap 2-p 
Example 4·57. 'A slip of paper is given to person,A who marks it either with 

a plus sign or a minus sign,' the probability of his writing a plus sign is 113. A passes 
the slip to B, wlu? mqy either leave it alone or change the sign before passing it to 
C. Next C passes the slip to D after perhaps changing the sign. Finally D passes it 
to a ~eferee after perhaps changin"g the ~ign. The ref~ree sees a plus sign on the 
slip. It is known that B, C and D each change the sign with probability 213. Find 
the probability that A originally wrote a plus. 

Sol~tion. Let us define ~e following events.: • 
EI : A wrote a plus sign; £2: A wrote a minus sign 
E : The referee observes a plus sign on the slip. 

We are given: P (EI ) = 113", P (E2) = 1 - 113 = 2/3 
We ~ant P (EI I E), which'by Bayes'rule is given,by: 

P (EI ) P (E 1 EI). " 

P (Ell E) = P (EI) P (E 1 EI~ + 'P (E2) P (~ 1 E2) ... (i) 

P (E 1 EI ) = P [Referee observes the plus sign given that 'A' wrote 
the plus sign an the slip] 

= P [(Plus sign was not changed at all) v (plus sign was 
.~hanged exacOy twice'jn,passing from 'A' to referee 
through B, C and D)] 

= P (£3 v £.), (say). 
= P ~(~3) + f (~4), •.. (ii) 
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Let AI. Ai and A3 respcctivelydenote the events that 8, C and D change the 
sign on the slip. Then WI# are given 

P (AI) == P (AI) == P (A3):: 2/3 ; P <AI) == P (A2) = P <A3) = 113 
We have 
P (E3) = f (AI n A2 n A3) = P (AI) P (A2) P (A3) = (l/W = 1127 
P (E.) = P [(AI A2 A3) V (AI A2 A3) 1..,;1 (AI Al A3)] , 

= P (AI A2A3) + P (AI A2A3) + f (JI A2A3) 
= P (AI) P (A2) P (A3) + P (AI) P (A2) P (A}) + P (AI) P (A2) P (A3) 
2212121224 

. ==3·3·3 + 3·3·3 +. 3·3·3=9' 
Substituting in (it) we get 

'I 4 13 
P (E lEI) =-+-=- ... (iii) , 27 1) 27 

Similarly, 
P (E t£2) = P [Referee observes the plus sign given that 'A' wrote minus 

sign on the slip] 
= P [(Minus sign was chang~d exac~ly.once) 

v (Minus sign was changed thrice)] 
::; P (Es V E6), (say), 
= P (Es) + P (£6) , .. (iv) 

P (Tis) =' P [(AI A2 A3) V (AI A2 A3) V (AI A2 A3)] 
= P (AI) p. (A2) P <A3) + P (AI) P (A2) P (A3) + P (AI) P '(A2)" P (A3) 
2111-'211122 

=3·3'"} + 3·3·3 + 3·3·3=9 
2 2 2 8 

P (E6) = P (AI A2A3) = P (AI) P (A2) P (tt3) = 3·3·3 = 27 

Substituting in (iv) we get: 
2 8 14 

P (E lEI) == "9 + 21 = 27· 

Substituting from (iii) and (v) in (i) we get: 
1 13 
3x 27 

P(EdE) = 1 13 2 -14 = 
3x 27 + 3'x 27 

13 :=: Q 
13, :t 28 41 

.. ,(v) 

Example 4·58. Three urns of the >same appearance have the foliowing 
proportion of balls. 

-First urn 
Second Urn 
Third urn 

2 black' 
1 black 
2 black 

1 white 
2 white 
2 whit~ 
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One of the uens is,selected and one Mil isdra'wn.lt turns out to be white. What 
is the probability of drawing a white ball again, the first one not having oeen 
returned? 

Solution. Let us define the events: 
Er= The'event of selection ofith' urn, (i = I ,2,~) 

and A::: The event of dr;lwing a ~hite ball. 
Then 

P (EI ) = P (£z) = P (E3) = 1/3 
and P (A r Elj = 1/3, P (A I"Ez) = 2/3 ~nd P (A I E3) == 1/2 
Let C denote the future event of drawing another white ball from the urns. 

Then 
P(CIElIlA) = O,P(CIEzIlA) = 1,1.andP(CIE3IlA) = h 

3 
. t P(Ei)P(AIEj)P(CIEiIlA) 

P (C I A) = ...:;-=..:..1---=3:--------

t P (Ei) P (~ I f:"i) 
; = 1 

1 1 0 1 2 1 1 1 1 
3'"3· +3·3'2+3'2'3 I 

= 1 1 1 2 1 1 - 3 
3 . 3 + 3 . 3 + "3 ;j 

MISCELL.A.NEOUS EXERCISE ON CHAPTER IV 

1. Probabilities of occurrence Of n independent events EI • Ez •... , E" are p., 
pz, ...• p .. respectively. Find tl)e probabili.ty of occurrence of the compound event in 
which E •• Ez •••• , E, occur ana E,. I. E,. z ••••• E,. do not Occur. 

r 
r /I 

Ans. n.pi x n (I - Pi) 
;=1 ;=r+l 

2. Prove that for any integer m ~ I, 
m m m 

(a) P( n Ai) S P(A;)SP( u Ai)S tP(Ai) 
;=1 ;.=J;=! 
m m 

(b) P ( 11 Ai) ~ 1- t P (A;) 
;= I· ;= I 

3. Establish tile inequalities: 
P(AIlBIlC) S P(AnB) S P(AuQ) S f(AuBuC) S P(A) + P(B) + P(C) 

4. Let AI.Az •.•.• A" be mutpally independent events with p·(A.)"=Pi. 
k = 1.2 •...• n. 

Let P be the probability that none of the events AI.Az • ...• AiI·occurs. Show 
tflat 

p = ~ (I - Pi) S exp {- i: P.} 
k=1 k=1 
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Usc the abo\:'.,e relation tQ compute the probabil ity .that in si~ toss~s of a fair die, no 
"aces are obtained". Compare this wi,th the pppcr bound given above. Show that if 
each Pi is small tom pared. with n, the upper ~und is a gQOd approxim~tion. 

-5. A and B 'play a t;natc~, the winner being the one who first wins two games 
in succession, no games being drawn. Their re~pective chances of winn~ng a 
particular game are' 'p : q. Find 

" (i) A's initial chance of winning. 
(ii) A's chance of winning after having won the first game. 

6. A carpenter has a tool chest with two compartments, each one having a 
locJ<,. He has two keys for each lock, and he keeps all four keys in the 'same ring. 
His habitual procedure in opening Ii compartment ~s to select a key' at random' and· 
try it. If it fails, ~e selects one of the remaining three and tries it and so on. Show 
that the probability that he succeeds on the first, second and third try is 112,1/3, t:/6 
respectively. (Lucknow Univ. B.Sc., 1990) 

7. Three players A, Band C agree to playa series of gap1~ qbserving the 
following rules: two players participate in each game, while third is idle, and the 
game is to be won by one of them. The lose~ in each game quits and his place in 
the next game is taken by the player who was idle. The player who succeeds in 
winnin~ over both of his opponents without interruption wins the whole series of 
games. • 

Supposing the probabilIty for each player to win a single game is 112, and that 
the first game is played by A andB, find the probability for A, B and C respectively 
to win the whole series if tile numbef of games is unlimited. 

Ans. 5/14,5/14,2(1 , 
8. In·a certain group of mathematicians; 60 per cent have insufficient back­

,gr9lPld of modem Algebra, 50 per cen,t have inadequate knowledge pf Mathemati­
cal Statist,ics and 80 per cent are in either o~e or both of the two categories. What 
is the percentage of ~Qple who know Mathematical Statistics among those wh'o 
have a sufficient background of Modem Algebra? (ADS. 0,50) 

9. (0) If A has (n + I) and B has n fair coins, which they flip, show that 

the probability that A geL<; more heads than B is .~. 

rb) A stli<fent-'is given a column of IOdates and column'of 10 events·and is 
asked to match the correct date to each evenc He is not allowed to use ariy ite'm 
more than once. Consider the case where'the student knows. how to match four of 
the items but he is very doubtful of the remaining six. He.decides to·match these 
at random. Find the probabilities that.he will correctly match (i) all the items, 
(ii) at·least seven of the items, 'and (iii) at least five. 

1 10 I 
Ans. (a)6!' (b)6T' (c) 1- 6! 

10. An astrologer claims that he can predict before birth the sex of a baby just 
to be born. Suppose that the astrologer has no 'real power but he tosses a coin just 
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once before every birth and if the head turns up he predicts a boy for that birth and 
if the'tail turns up he predicts a girl. Let p be the probabilil y of the event that'at a 
certain birtti a male child is born, and p' the pro15ability of a head turning up· in a 
single toss with astrologer's coin. Find the probability of a correct 'prediction and 
that of at least one correct prediction' in' n predictions. 

11. From a pack of 52 cards an even numbel: of cards is drawn. Show that the 
probability of half of these cards being red is· 

.[52 !/(26 !)l_ I] I (2s1 - I) 

12. A sportsman's chance o( shooting an animal at a dista~ce r (> a) i~ 

al/rl .. He fires when r = 2a, and if he misses he reloads and .f~res when 
r = 30,40 •.. Jf he misses at distance na, the anitpal escapes. Find. the odds ag~inst 
the sportsman. 

Ans.n+I'n-1 

Hint. P [Sportsman shoots ilt a distance' ia] = all = ~ 
(io) i 

~ P [Sportsman misses the shot at a distance ia] = 1 - .\ 
1 

/I ( I) /I [( i-I J (i + 1 )] •• P [Animal escapes] =.n 1--:2 =.n -. --:-
1=2 I 1=2 I .1 

= ~ (i-: i) ~ (i~ 1 )=!!±! 
i=2 1 i=2 I 2n 

Requn:edratio= n2+nl : ( 1- n2+nl )= (n+ l),: (n-l) 

13. (0) Pataudi, the captain of the Indian team, is repoi1ed to have observed 
the rule of calling 'heads' every time ,the to~ was made during the five'matches of 
the Test series with the Austral~ team. What is the probability of his wirming the 
toss in all the five matches? 

Ans. (l/2)s . 
How will the probability be affected 'if '. 
(i) he had made a rule of tossing a coin privately to dec.K\e whether to call 

"hea~lt or "tails" on each,occasion. 
(a) the factors deteqnining his choice were not pre<tetermined·but he called 

:ouUihatever occWYoo to him on the spqr of the moment? 
( b) A lot contains SO defective and 50 non-defective bulbs. Two bulbs are 

drawn ~t random ~e at a- time. ·with replacement 1)e events A, B'. r. are 
defillfAas 

A = (The first bulb is defective) 
B = (The second bulb is non-defective) 
C= {The two.bulbs are bodt 4efective or both non-defectiv~} 
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Determine whether 
(i)A. B, C are p;urwise independent, 
(ii)A. B, C are independent 

4-107 

14. A, B and G are three urns which contain 2 white, 1- black, 3 white. 2 black 
and 2 white and 2 black balls. respectively. One ball is drawn from urn A and put 
into the urn B; then a ball is drawn from urn B and put into the urn C. Then a ball 
is drawn from urn C. Find the probability that the ball drawn is while. 

Ans. 4/15. . 
15. An urn contains a white and b black balls and a ~ries of drawings of one 

ball at a time is made. the bail remove(J being retrurned to the urn 'immediately after 
the next drawing is made. If p" denotes the probability that the nth baH drawn is 
blade. show" that 

p~ :-(b - P~-t) I (a + b- '1). 

Hence nnd Pit • 
16. A person is to be tested to see whettter he can differentiate between the 

taste of two brands of cigarettes. If he cannot differentiate. it is a~sumed that the 
probabili'ty is one-half that he will identify a cigarette correctly: Under which'of 
the following two procedures is ther:e less cpance ~hat he will make all correct 
,identifications when he actually cannot differentiate between, the two br,ands? 

(i) The subject i~ giv~n fo!JI' p~rs each containing bo"th"brands.of cigarettes 
(this is known to the subject). Jte !.11~~t identify for each pair which cigarette 
represents each.brand. 

'(ii) The subject is given eight cigarettes and is told that the first four are of one 
brand and the last four of the other brand . 

. How do you explain the difference in results d~spite the fact ~at eight 
cigarettes ~e tested in each case? 

Ans. OJ 1/16 (ii) l/2 
17. (Sampling with replacement). A sample of size r is takep (rpm a 

popu\atipn of n people. Find the probability.'Vr that N given people will be inc'Iu~.ed 
in. the, sample. . -

Ans. "Ur= ~ (- 1)'" (N) (1- 'm J 
m=O m n 

18. In a lottery m tickest' are drawn at a time out of the total, number of n 
tickets. and returned before the next drawi,Og is mad~\~how that the chance th~t.in 
k drawing~. each of.the. numbers:l. 2. 3 ..... n will appear at'least once is given by 

Pi = 1 - (~ ). '( 1 - .: J + ( ~ ) ( 1 ~ : J ( 1 -- n.: 1 J -", 
. [Nagp~r Univ. M:s(: 1987) 
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19. '.In a certain book of N pages. no page contains more than four errors, nl 
of them contain one error, nl contain two errors, n) contain three error:; and n. 
contaill four ~rror~. 'FwQ copies of the book are opened at any' two g~ven ,pages, 
Show the pr9bability that the number of errQ{S in these two pages ~hall not-exceed 
.five is 

1 -= ~ (n31 + nl + 2nl n. + 2n3 n.) 
N 

Hint. Let Ei I : the event that a ,page of first book contains (errors .. 
and Ei II : the event that a page of second book contains i errors, 

p ~o. of errors in the two pages shall. not exceed 5) 
;:;:.1 - P [Gl I P4 II + E3 I E4 II +. E. I E4 Ii 

+ E3 I E) II + E4 I E3 II + E4 :~ El II 1. 
20. (a) Of three independent even~. the chance that the ftrst only should 

, happens is a, the chance of the, second only is b and the chance of tbe third only 
-is c. Show that the independent chances of the three events are reSpeCtively ~I 
lb' _0 _ __ _ c_ 

. ~o.+r·'b+x· c.fx I 

where x is the root of- the equation 
(a + X) (b + x) (c + x) = x 1 

flrnt P (EI ("\ £1'("\ '£3) = P (E1) U - p. (Ei)] [1 ...,. P (£3)] = a 
P (£1 ("\'£1'("\ Ej) = [1- P (E1)] 'P (El) [1- P (E3)] = Ii 
-p (EI ("\ E~ ("\ £3) = ['i - P (£1)] {l- P (El)] P (E~) = c 

Multiplying (.), ( .. ) and (~ .. ), we get 
. p (£1) P (E1)P (E~) x' l = abc, 

w~re.x-= [1 - P (E1)] [1 :- P. (E1)] [1 -.P (E3)] 
Multiplying (.) by [1 - P (EI~].-we get 

r(E1) = ~ ,and so on. 
o+x 

... ( .. ) 
... ( ... ) 
, , 

(b) Of three independent events, the probability that the ftrst' only should 
happens is 1/4, the probability that the 'Second only should happen is 1/8, and the 
probability that the third only should happen is 1/12. Obtain the unConditional 
~bilit1es of the three events. 

Ans. 112, 113. 1/4. 
( c) A total of n shells are fared at a target The probability of the ith shell ,hitting 

tIie target is Pi; (= I, 2, 3, .. " II! I\ss~ming that the II firings are n mutually 
independent events, find theJKobability that.at least two shells out of Whit the 
target. [Calcutta Univ. B.sc.(Maths Hon~), 1988] 

(d) An urn cOntains M balls numbered, 1 to M, where the ftrst K balls are 
defective and the remaining M .... K· are non4efective. A sample, ~f n balls is 
~wn f.roin the~. Let At be the event Jhat the sample of ' II balls contains exactly 
k defeCtives. ruUt p(At) when the sample is drawn (i) with replacement and. 
(a) withoot replacemenL [Delhi Univ. B.Sc. (Maths HonS.), 1989] 
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21. For three independent events A; 8 and C, the probability for A to oc~ur·i!\ 
a, the probability that,( 8 and C will not occur is b, and the probability that at least 
one of the three events will not occur is c. If P denotes the probability that C occurs 
but neither A nor 8 occurs, prove that p satisfies the quadratic equation 

ap~+ [ab- (1- a) (a+c - I)] p=+-b (I-a) (1- c),=O 
. (l-a(+ab 

and hence deduce that c > (I _ a) > 

Further.show/that tlte probability of occurrence of·C is p/(P + b); and that of 
8's happening is (I -.c) (p + b)/ap. 

Hint. Let P (A) = x, P (8) = y and P (C)~ ~ 
Then x=a, (1-:t)(1-y)(l-z).=b, l:-xyz=c 

and \ - p=z(I-.x)(I;-y) 
Elimination of x, 'y and z' gives quadratic equation in p. 
22. (a) The chance' of success in each trial is p. If Pi is the probability ·that 

there are even number of successes in k trial,s, prove that 
Pi = P + Pi-I (1 - 2p) 

Deduce that Pi = i:[1 + (1 - ZPt] 
(b) If a day is dry, the conditional prob~bility that the following day wlil also 

be dry is p; if.a day is wet, the conditioruil probability that 'the foUowing day will 
be dry is p~. it u.. is the probability that the nth day will be dry, prove that 

u,.-(P-P')u..-I-P'=O; 'n~2 
If the fust day is dry, p = 3/4 and p' ='114, fmd u,. • 

23. There are n similar biased dice suct..that ~e prol:>ability of obtaining a 6 
with each one of them is the same and equal to p. If all the dice are rolled once, 
show that p", the probability that an odd number of 6's is obtained satisfies the 
difference equation • 

p,. + (2p - 1)·p"_I~= P 
and hence deriye'an explicit expresSioii for p". 

'ADS. p,,=![l".f(1-2p)"] 
1 r 

24. SUIJIX)se that each day tl)~ weath.er,can be uniquely classified as '(me' or 
'bad'. S~ppose further that the probability of haVing fme wcilther on ~~ Jas,t day 
of fl ~~ year i$ Po and. we have the prQbability p'that the weather on an arbitrary 
day will be ,of the same lUnd as on the preceding day. Let the probability of having 
fme w~ther on the nth day of the following year be P II' Show that . 

P:=(2p-I)P,,-I+(I-p) ~- • 

~ucethat 

. ,( I)' 1 P,=;(2p-I) Po-'2 +'2 
25. A closet contains n Pairs .of ~~s. If 2r shoes are chosen at random 

(with 2r < n ), wh~t is the probability. '~' there -will be (i)'oo complete pair, 
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(ii) exactly one complete pair, (iii) exactly two complete pairs among them? 

Hint. (i) p(n~ complete pair)= ( ;r ) 2'Jr +, ( ~ ) 
(ii) P(exactly one complete pair)= n ( ;r--I~ )2'Jr-2 + ( ;; ) 

and (iii) P(exactiy two complete pairs):: ( ; )( ;-_24 )2'Jr-4 i" ( ~ ) 

.26. ShQw.that the probability of getting no right pair olit of n, when the left 
foot shoes are paired randomly with the rigth foot shoes; is the sum of the frrst 
(n + I) tenns in the expansion of e- I • 

27. (a) In a town consisting of (n + I) inhabitants, a person narrates a rumour 
to a second person, who in turn narrates it to a third person, and so on. At each step 
the recipient of the rumour is chosen at raJ)dom from the n available persons, 
excluding .the narrator himSelf. Find the probability. that the rumour will be told r 
times without: 

(i) returning to the originator, 
(ii) being narrated to any person more than once. 

( b) Do the above problem when, at each step the rumour is told by 09.e p€(rson 
to a gathering of N randomly cfi9sen people. 

A ( )( .)n(n-l),-I - (I-!J-I. ( .. ). n(n-I)(n-2) ... (n-r+ l ) ns.a, - ,Il - -.-
n' n n r 

( .. ) t~) lim 
28. What is the probability that (i) the birthdays of twelve people will fall 

in twelve different calendar months (assume equal probabilities for the twelve 
months) and (ii) the birthdays of six people will fall in exactly two calendar months? 

Hint. (i) The birthday of the fllSt person, for instance: can fall in .12 different 
ways and so for the second, and so on. 

:. The total number of cases = li2. 
Now there are 12 months in which the birthday ,of one persOn can fall and 11 

months in which the birthday of the second pe~n can fall and 10' months f6r 
another third person, and so on. 

:; The total number of favourable cases::; 12.11.10 .. .3.2.1 
Hence the required probability = B.! 

• .' 1212 

(ii) The total number of ways in which tl'.e birthdays of 6 persons can (all in 
any of the month = It. 

, (.t2] ( 26 - 2 ) 
The·required probability = ~.' 126 
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29. An elevator starts with 7 passengers and' stops at 10 floors. What is the 
probability p that no two passengers leave at the same floor? , 

[Delhi Univ. M.e.A., 1988] 
30. A bridge player knows that his two opponents have exactly f1ve hearts 

between two of them. Each opponent has thirteen cards. What is the probability 
that there is three-two split on the hearts (that is one player has three hearts and the 
other two)? [Delhi Univ. B.Sc.(Maths Hons.), 1988] 

31. An urn contail)s Z white and 2 black- balls. A ball is drawn at random. If 
it is whitt. it is riot replaced into the urn. Otherwise it is replaced along with another 
ball of the same colour. The process is repeated. Find the probability that'the third 
ball drawn'i,s black. [Burdwan Univ. B~Sc. (HODS.), 1990] 

23 
Ans. 30 

32. There is a series of n urns. In the itll: urn there are i 'white and (n -I) 
black balls. i == '1. 2. 3 ..... k. One urn is chosen at random and 2 balls are drawn 
from it. Both turn out to be white. What is the probability that the jth urn was 
chosen. where j is a particular number berween 3 and n. 

Hint. Let Ej denote the event of selection of jth urn. j = 3. 4 ..... n and A 
denote the event of drawing of 2 white balls. then 

P(AIE-)=(i)(cl). P(E-)=! P(A)= i 1 (i..)(i=.!) 
J II 11-1 J II' • 1" II 11-1 

1= 

!( i )( cl ) 
P(EjIA)= _ II II 11-1 

i~.(~)(*)(!~~) 
_33. There are (N + I) identical urns marked O. I. 2 ..... N each of which 

contains N white and red balls: The kth urn contains k red and N - k white balls. 
(k = 0; I. 2 •... N). An-urn is chosen ~t random apd n ~d9m drawmgs of a ball are 
made f~m it, the ball drawn being replaced after each draw. H the balls drawn are 
all red. show that the probability that the next drawing will alsQ yield a r~ ball is 
approximately (n + I) (~ + 2) when N is large. 

34. A printing machine can print n letters. say al. al ..... a. . It is operated 
by electrical impulses. each 'etter being prodiJced by a different impulse. Assume 
that p is the constant probability of .printing the correct letter and :the impulses are 
independent. One of the n-impulses. chosen at random. was fed intO-the machine 
twice a..1l<1 both times the letter ai was printed. Compute the· probability that the 
impulse chosen was meannoprint al. [Delhi Univ. M,sc.(Stat.), 1981] 

Ans. (n_l)pl/(npl_2p+ I) , , 
35. Two playC'lS A and B- agree to conlest a match consisting-of a'Series of 

games. the_ match to-be won by the player who rust wins three games. with the 
provision that if the players win two gam~ each. the-match is to continue until it 
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is won by one player winning two games more than his opponent. The probabililty 
of A winning any given g~e is p,"and the games cannot be drawn . 

.(i) Prove thatf(p). the initial probability of A winning the match is given by: 
f(P) =p3 (4 - 5p + 2l)(1-7/H.'J,p2) 

,0;) Show that the equation f (p,).= p has five r~ roots, Qf whi~tt.' t~r~e are 
adrpissible values of p. Find these three· roots and explain their significance, 

[Civil Services (Mai.n), 1986] 
36. Two. players A and B start playins. a series of games with J.?s. a ;md b 

respective~y. The stake is Re. I on a game and no game can be drawn. If the 
probability pf A 'Yinning any game is a <;Ot:lstaQt p, find the initi~ proQapility of 
.his exhausting the funds of B or his own. Also show that if the resources of B 
ru:e ut:lHmited then 

(i) A is certain to be ruined if p = l,1 , and 
(ii) A has an even chance of escaping ruin if p = tl·/O + tl.)~ 
Hint. Let u" be the probability of A's final win when he has Rs~1,I. 
Thep u,. = pu,,,+1 + (1- p)Y,,-.i where Un = O· and· u,. H'= I 

u,.+1-u,.=r 1.=.£)(U,,-u,._I) 
,P . 

Hence u,.,+.1 - u,. = ( I; P J Ult by repeated applicatipn, 

so that 

Hence using u,. + b = I, u,. = [ 1 - ( 1 ; P ) 1 / [ 1 - ( 1 ; P )'. + b .J 

:. Initial probability of A's win is u. = .~: - (1 -' p ~ +. . pb 
P - (1- p) 

Probability".of A 's ruin = 1 _0u., . 
'For p = ta, u. = _0- -+ 0 as b -+ 00 and for p ~ l,1, u. = Ih 

0+ b 

if p = i '·/(1 + i '·) . " 
37. In a game of skill a plaYe&: has p~bability 1{3, 5/12 30<11/4 of scoring 0; 

l"~4 7. p'oints ~pectively at each trial, the game terminating on the first realization 
of a zero ·score at a trial. Asslillling that ·tIle trials are independent~ proye that the 
probability of the,player obtaining ,a total score of n' points is 

u,.=1..(1 J+.±.(_! J 
13 4 39"3 " 

Hint. Event can materialize in·the t'Yo'mutualiy exclusive ways;: 
m lit \he (n - I)th.trial, a score.Q! (n -·1).points"is·.obtained! and a-:score·of 1 

point is obtaine4 at the nth trial. .. 
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(ii) at the (n - 2)th trial, a scbre of (n - 2) points is '~btained and a score of 2 
points is oQtained at the last two trials, 

, 5 1 1 155 
Henceu" == 12Un-1 + 4'un-z whereuo=3" uI=3"}2=36 

( 3 1) 1 1 3( 1 ) Also U]I= 4 -3' U __ I +4 U_-z => u" +3' Un-I =4 U_-I +3' Un -2 

This equation can be solved as a homogeneous difference equation of second 
order with the initial conditions 

1 1 5 5 
Uo = :3' UI = 3' '}2 = 36 

38. The following weather forecasting is used by an amateur forecaster. Each 
day is classified as 'dry' or 'wet' and.the probability that any given day is same as 
the prec~ing one is assumed to beaconstantp, '(0 <p < 1). Based on past records, 
it is supposed that January 1 has a. probability ~. of being dry. Letting 

~_ = Probability that nth day'of the year is dry, obupn an ~~pressipn for ~n in 
terms of ~ and p, Also evaluate lim, ~_. 

Hint. ~_ = p.~n-I + (I-p)(1-~ __ IJ 
=> ~_ = (2p- D ~_-I + (I-p) ; n = 2,3,4, ... 
l'\ns. ~. = (2p - 1 r -I, (~ - Ill) + Ill; lim ~_ = . III 

11-+00 

39. Two urns cQntain respectively 'a white and b black' 'and 'b .white and a 
black' balls,. A series of drawings is made according to the following:rules: 

(i) Each time only one~ball is drawn and imm,ediately retufued to the same urn 
itcame from. 

(ii) If the ball drawn is white, the next drawing is' made from the first urn. 
(iii) If it is black, the next drawing is made from the second urn. 
(iv) The first ball drawn comes from the first-urn. 
What is the probability that nth ball drawn will be white? 
Hint. p, = P [Drawing a white ball at the rth drawJ. 

, a b· ) 
p, ,= ~bP.'-1 '+ --b'( I-p,,_1 a+" a+ " 

=> 
a-'b b " 

p, = ""i+iJ. P,-I + ~ + b 

AJ)s. -Pn = .1 + .!. ( a - ~ I 
2 2 .a+b '; 

40. If a coin is tossed repeatedly: shbw that the probability of gelling fir heads 
before n tails is : • I I 

" 

[Burdwan Univ. (Maths HODS.), 19911 
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QBJECTIVE TYPE QUESTIO~S 

I. Find out the com~ct answer from group Y for each item 'of group X~ 
Group X Group Y 

(a) At least one of the events A or B (i) a n B) u (A n B) u a n B) 
occurs. 

(~) Neither A nor B occurs. (ii) (A u B) - (A n B) 
(c) Exactly one of the events A or B (iii) 1\ c B 

occurs. (iv) B c A 
(d) If event A occurs"sodoesB. (v) [A - (A nB)] u [B - (A nB)] 
(e) Not more than one of the events A (vi) An B 

orB occur; (vii) 11_(AuB) 
(viii) AuB 

(ix) i - (A 'VB) 
U. Match the correCt expression of probabilities on the left: 

(ar P(cp),wherecp-isnullset (i) I....:P(A) 
(b) P (A I B) P (B) (ii) P (A n B) 
(c) pa) (iii) P(A)-f(AnB) 

(d) P(A'"'IB) (iv) 0 
(e) P(A-B) (v) I-P(A)-P(B)+P(Anp) 

(vi) P (A) + P (B) - P (A r't B) . 
"111. Given that A, B 'arid',C are mutuall), exclusive·events, explain why the 

following are',notpermissible assignments of-probabilities: 
(i) P (A).=,0·24, P (B) = ().4 and P (A' u C) = 0·1 
(ii) P (A) = 0·4, P (B) = 0·61 

(iii) P.(A)=0·6, P (-A nB)=.0·5 
IV. In each -of the following, indicate wHether events· A and B are : 

(i) independent, (ii) mutually...exclusive, (iii) dependent but not mutually ex­
clusive. 

(a) p.(l\nB) = 0 (b). P'(AoB) = 0·3, -P'(A) = 0·45 
(c) P (A ~ B) = ()'85, P (A) = 0·3, P (B) ;= 0·6 
(d) P(AuB) ='()·70, P(A) = 0·5, P(B) = 0·4 
(e) P(AuB) = ()'9C, P(t\IB) = 0·8, P(B) = 0·5. 

V. Give the correct label as ailS'"wp.r like a or'b 'etc., for the following 
questions: 

(i) The probability of drawing any Qne spade card froin a pack of.cards is 
·1 1 4" 1 

(a) 52 (b) 13 (c) 13 (d) '4 
(ii) TheJJrobability of drawing one'whfte'ball from a'bag.contairiing.6 red. 

8 black, 10 yellow and 1 green balls is 

(a) is (b) 0 (c) 1 (d) 24 
2S 
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(iii) A coin is tossed three .times in succession,. the number of sample points 
in sample space is 

(a) 6 (b) 8 (c) 3 
(iv) In the simultaneous tossing of two perfect coins, the probability- of 

having at least one head is 
(a) ! (b) ! (c)' 1 (d) 1 

2 4 4 
(v) In the simultaneous tossing of two perfect dice, the p'robabili~y' of 

obtaining 4 as the sum of the resultant faces is . 
4 1 3 2 

(a) 12 (b) '12 (c) 12 (d) 12 

(vi) A singlp.leu~r is selected at random from the word 'probability'. The 
probability that it is a vowel is 

3, 2 4 
(a)1l (b)1l (c) Il (d) 0 

(vii) An lD1l contains 9 balls, two of which are red, thre.e blue and four 
blaCK. Three balls are drawn at random. The chance that they are of the. same 
colour is 

(a)'~ (b) ~ (c)' ~ (d) :7 
(viii) A number is chosen ,at random among the first J20 natural numbers. 

The probability of the number chosen being a Multiple of 5 or 15.is ' 
1 1 1 

(a) 5 (b) '8 (c) 16 

(ix) If A -and B are mutually exclusive' events, then 
(a) P(AuB)=P(A).P(B) 
(b) P(AuB)=P(A)+P(B)" (c) P(AuB)=O. 

(x) If A and iJ are tWQ independent events,· ,th~ probabili~y~that both A 
and B occur is i and the probability that ~either of them occUrs is.~. The prob-

ability of the occurrence of Ai,s: 
1 1 

(a) 2' ,(b) 3 I 
VI. Fill in the blanks; 

1 
(d) :s' 

·(i) Two events are $lid·to be equally likely if .... .. 
(ii) A set of even~ is said to be independent if ..... . 

(iii) If P(A) .. P(B). P(C) = f(A nB nC). then the, events A, B,.C are ..... . 
(iv) Two events·A 'and B are mutually exclusive if P (1\ n,B) = '" and are 

independent if P (A n B) = '" . 
(v) The probability of getting a multiple of 2 in a throw of a dice is 1/2 and 

of getting a multiple of 3 is 1{3. Hence probability of getti,ng a multiple of 2 or 3 
is ...... 

(vi) Let A and B be independent events and suppose the evtrpt C has prob-
ability 0 or 1. Then A, Band Care ...... events. .. 

(vii) If A, B, C are papwise independent and A is independent of B u C. 
then A, B, C are ...... independent. 
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(viii) A man has tossed 2 fairdiee. The conditional probability that he has 
tossed two sixes, given tha~ he has tossed at least one six is ..... . 

(ix) Let A and B be two events such that P (A) =·0·3 and P (A v B) = 0·8. 
If A and; B are independent events then P (B) = '" ' 

VII. Each of following statements is either true or false. If it is true prove-it, 
otherwise, give a counter example to show that it is false. 

OJ The probability of occurrence of at least one Qf two events ,is the sum 
of the probability of each of the two events. 

(ii) Mutually exclusive events are independent. 
(iii) For any two events A and B, P (A ("\ B) cannot be less than either P (A) 

or P (B). 
(iv) The conditional probability of A given B is always. grea~r than P (A). 
(v) If the occurrence of an even\A implies the occurr~nce of another event 

B then P (A) cannot exceed P (B). 
(vi) For any two events A andB, P(AvB) cannot-be greater theneither 

P (A) or P (B). 
(vii) Mutually exclusive events are not independent. 
(viii) Pairwise independence·does not necessarily imply mutual independ­

ence. 
, (ix) Let A and B ~ events neither of Whic~. hils prObability zero. Then if A 

and iJ are disjoint, A and B are independent. " 
(x) The probability of any event is always a proper fraction. 

(xi) If 0 < P (B) < I So that P (t\ l.fl) and ,P (A Iii) ar~ bQth defined, then 
P (A) = P (B) P (A I B) + P (Ii) P (A Iii). 

(xii) For.two events A and B if 
P (A)=P'(A IB) =·1/4 andP (A I B)' = 112;, then 
(a) A and B are muwally exclusive. 

-(b) A and B are independent. 
(c) A is a sub-event of B. 
(d) P (A IB) = 3/4. l[Delhi Univ~ B.Sc.(Sta~ Hans.), 1991] 

(xiii) Two eventS can be independent and mutually excliJSive simultaneously, 
(xiv) Let A and B be even~, neither of which has p(Obal>ility zero. Prove or 

disprove the following: 
(a) If A llnd B are diSjoint, A ,and.fl are independent. 
(b) If A and B are indepeodent3 A and B ,are disjoint 

(xv) If P (A) = 0, then A. =~. 

• 



CHAPTER FIVE 
" 

Random Variables - Distribution Functions 
5·1. Random Variable. Intuitively by a random variable (r.v) we mean a 

real number X connected with the outcome of a random experiment E. For 
example, if E consists of two tosses of a coin, we may consider the random varilble 
which is the number of heads ( 0, 1 or 2). . 

Outcome: HII liT Til IT 
Value 0/ X : 2 I 1 

,(01 
o 

Thus to each outcome 0> , there corresponds a real number X (0)). Since the 
points of the sample space S correspond to outcomes, this means that a real number , 
which we denote by X (0)), is defined for each 0> E S. From this standpoint, we 
define random variable to be a real function on S as follows: 

.. Let S be the sample space associated with a given random experiment. A 
real-valued/unction defined on S and taking values in R (- 00 ,00 ) is called a 
olle-dimensional random variable. If the/unction values are ordered pairs o/real 
numbers (i.e., vectors in two-space) the/unction is said to be a two- dimensional 
random variable. More generally, an n-dimensional random variable is simply a 
function whose domain is S and whose range is a collection 0/ n-tuples 0/ real 
numbers (vectors in n- space)." 

For a mathematical and rigorous definition of the random variable, let us 
consider the probability space, the triplet (S, B, P), ~here S is the sample space, 
viz., space of outcomes, B is the G-field of subsets in S, and P is a probability 
function on B. 

Def. A random variable (r.v.Y is a function X (0)) with domain S and range 
( __ ,00) such that for every real number a, the event [00: X (00) S; a] E B. 

Remarks: 1. The refinement above is the same as saying that the function 
X (00) is measurable real function on (S, B). 

2. We shall need·'to make probability statements about"a'random variable X 
such as P {X S; a}. For the simple example given above we sbould write 
p (X S; 1) = P {HH, liT, TH}.= 3/4. That i's, P(X S; a) is simply 'the probability 
pfth~ set of outcomes 00 for which X (00) S; a or' 

p (X S; a) = P { 00: X (oo)S; a) 
Since Pis a measure on (S,B) i.e., P is defined on subsetsofB, theabovepro~bility 
will be defined only if [ o>:X (OO)S;~) E B, which implies thatX(oo) is a measurable 
function on (S,B). 

3. One-dimensional random variables will be denoted by capit8I leuers. 
X,y,z, ... etc. A typical outcome of the experiment (i.e., a typical clement of the" 
sample space) will be denoted by 0> or e. Thus X (00) represents the real number 
which the rand<,>m variable X associates wi~ the outcome 00. The values whict 
X, y, Z, ... etc., can assume are denoted by lower case letters viz., x, y, z, .:. etc. 
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4. Notalions.-If X is a-real number, the set of all <0 in S s!lch that X( <0 ) = x is 
denoted briefly by writing X = x. Thus 

Similarly 
and 

P (X =x) = p{<o: X (<0) =x.} 

P (X ~ al= p{<o: X (<0) E l- 00, a]} 
P>[a < X ~ b) = P ( <0 : X ( (0) E (a,b] ) 

Analogous meanings are given to 

P ( X = a or X= b ) = P { (X = a ) u ( X = b ) } , 

P ( X = a and X = b ) = P { ( X== a ) n (X = b )}, etc. 

Illustrations: 1. If a coin is tossed. then 

S = { <01, (Jh} where <01 = It, (Jh::; T 

X(<o)= {I, ~f <0 = N 
_ 0, If <0 == T 

X (<oj is a Bernoulli random variable. Here X (<o).takes only two values. A random 
variable which takes only a finite number of values is called single. 

2. An experiment consists of rolling a die and reading the number of points 
on the upturned face. The most natural random variable X to cunsider is 

X(<o) = <0; <0 =1, 2, ... ,6 

'. If we are interested in whether the number of point,s is even or odd, we consider 
a random. variable Y defined as follows: 

y ( <0 ) = {O, ~f <0 ~s even 
1, if <0 IS odd 

3. If a dart is thrown at a circular target. the sample space S is the set of all 
points w <.'n the target. By imagining a coordinate system placed on the target with 
the origin at the centre, we can assign various random variables to this experiment. 
A natural one is the two dimensional random variable which ~signs to the point 
<0, its rectangular coordinates (x,y). Another is that which assigns <0 its polar 
coordinates (r, a ). A one dimensional random variable assigns to each <0 only one 
of the coordlnatesxory (for cartesian system), rora (for polar system). Theevent 
E, "that the dart will land in the first qUadrant" can be described by a. random 
variable which a<;signs to each point'W its polar coordinate a so that X (<0) = a and 
then E = {<o : ° ~ X (<0) ~ 1t12}. ' 

4. Ifa pair of fair dice is tossed then S= {1,2,3,4,5,6}x'{1,2,3,4,5,6} and 
n (S) = 36. Let X be a random variable with image set ' 

XeS) = (I ,2,3,4,5,6) 

P(X= 1)=P{I,I} = 1/36 

P(X = 2) = P{(2,1),(2,2),(l,2)} = 3/36 

P(X = 3) = P{(3,1).(3,2),(3,3),(2,3).(l,3)} = 5/36 
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P (X = 4) = P (4, I), (4,2), (4,3), (4,4), (3,4), (2,4), (1,4) J = 7/36 

Similarly. P(X = 5) = 9/36 and P (X = 6) = 11/36 

Some theorems ()~ Random Variables. Here we shall stale (withoUt proof) 
some of the fundamental results and theorems on random variables. ' 

Theorem 5·1. A function X(oo) from S to R (- 00 , 00) is a random variable if 
and only if 

{oo:X(oo)<a] E B 

Theorem 5·2. If XI and Xl are-rdndom yariables and C is'a constant then 
CXI , XI + Xl, XIXl are also random variables. 

Remark. It will follow that CIXI + C1Xl is a random vari~ble for constants 
CI and Cl . In particular XI - Xl is a r.v. . ~ 

Theorem 5·3. If {X. «(J), n ~ 1] arc random variabl~s then 
sup X. (00), in[ X. (00), lim sup X. (00) and lim in[ X. (00) are·all ran-

/I /I 

dom va: iables, whenever-they are finite for all 00. 

Theorem 54. If X is a random variable then 

(i) ~ where ( ~ )< (0) = 00 if X (00) = 0 

(U) X + ( (0) = max [0, X ( 00 ) ] 

(iii) X - ( (0) = - min [0, X ( 00 ) ] 

Ov) I X I 
are random variables. 

Theorem 5·5. If Xl and X2 are random variaQles then 
(i) max [XI. X2 1 and (li) min [XI. X1 1 are also random variables. 

Theorem 5·6. If X is a r.v. andf(·) is a continuous fun~tioJl, then 
[(X) is a r.v. 

Theorem 5·7. If X is. a r.v. and f(.) is an increasing function, then 
[(X) is a r.v. 

Corollary. If [is a function of bounded variations on every finite interval 
[a,b], hIld X is a r.v. then [(X) is a r.v. 

(proofs o[ the above theorems are beyond the scope of this book) 

EXERCISE 5 (a) 

1. Let X be a one dimensional random variable. 0) If a< b, show that the 
two events a < X ~ b and X ~ a are disjoint, (U) Determine"the union of the two 
events in part (i), (iii) show that P ( a < X ~ b) = P( X ~ b") - P( X ~ a). 

2. Let a sample space S consist of three elements 001 , roz, and ro,. Let 
P(OOI) = 1/4, P(roz) = l/'2.and P(0)3) = 1/4. If X is a random variable defined' on 
S by X (001) = 10, X (001) = :-03, X (0)3) =15, find P ( - 2 ~ X ~ 2). 
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3. Let S:::: (e\, e2, ••. , en) be the sample space of some experiment and let 
E ~ S be some event aSsociated with the experiment. 

Define'l'E, the characteristic random variable of E as follows: 

() { I if eo E E­
'l'E ei = 0 if ei Ii!: E . 

In other words, 'l'E is equal to 1 if E occurs, and 'l'E is equal to 0 if ~ does not 
occur. 

Verify the following properties of characteristic random .variables: 
(i) '1'" is identically zero , i.e., '1'" (ed = 0; i = 1,2, ... , n 
(ii) 'l's is identically one , i.e., 'l's (ei ) = 1 ; i = 1,2, ... ,n 

(iii) e = F ~ 'I'd ed = 'l'F (ed ; i ~ l. 2, ... ,n and conversely 
(iv) If E ~ F then 'I'd ed s. 'l'F (ei); i = 1,2, ... ,n 
(v) 'l'E ( ei ) + 'l'E ( ei) is identically 1 : i = 1,2, .... , n 

(vi) 'l'E /"'IF ( ed '=' 'I'd ed 'l'F ( ed; i ='1~ 2, ... , n 
(ViirWEVF ( ei) = 'l'E (ei) + 'l'F ( ei) - 'l'E (ei ) 'l'F (ei), for i = 1, 2, ... , n. 
S.2. Distribution Function. Let X be a r.v. on (S,B"P). Then the function: 

Fx(x)=P(XS.x)=P{ro:X(Cll)S. x}, - oo<x<oo 
is called the distribution function (d,f.) of X. 

If clarity permits, we may writeF(x) instead of Fx (x). . .. (5·1) 
~·2·1. Properties of Distribution Function. We now proceed to derive a 

number of properties common to all distribution functions. 
Property 1. IfF is the df. of the r.v. X and if a < b, then 

P(a<XS.b)= F(b)- F(a) 

Proof. The events I a<Xs. b' and 'X S. a' are disj(,i~t and their union is the event 
'X~ b' . Hence by addition theorem of probability 

P(a<Xs. b)+ P(Xs. a)= P(XS. b) 

~ P ( a < X S. b ) = P ( X S. b ) - P ( X S. a ) = F ( b ) - F ( a ) ... (5·2) 

Cor.!. 

P(aS.XS.b)=P{(X= a)v. (a<X;S;b)} 

=P(X= a)+ f(a<XS.b) 

(using additive property of P) 

= P ( X = a ) + [F ( b ) - F ( a ) ] ... (5·2 a) 
Simil~ly, we get I 

P(a<X<:b) =.P(a<Xs. b)-P(X=b) 

=F(b)- F(a)- P(X= b) ... (5·2 b) 

P(aS. X<b)~ P(a<X<b)+ P(X=a) 
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= F ( b) - F (a) - P (X:::: b) + P (X:::: a) ... (5·2 c) 

Remark:. When P (X = a) = 0 and P(X = b) = 0, all four events a~ X ~ b. 
a < X < b, ~ X < b and a < X ~ b have the same probability F(b) - F(a). 

Property 2. If F is the df. of one-dimensional r.v. X, then 
(i) 0 ~ F (x) ~ 1, (it) F (x) ~ F (y) if x < y. 

In other words, all disttibution functions are monotonically non-decreas.ing 
and lie between 0 and 1. 

Proof. Using the axioms of certainty and non-negativity for the probability 
function P, part (i) follows uiviality from the defiqition of F (x). 

For part (ii), we have for x < y, 

F(y)-F(x)=P(x<X~'y)~ 0 (Property I) 

~ F (y) ~ 'F(x) 

~ F (x) ~ F(y) when x < y ... (5·3) 
Property 3. IfF is df. of one-dimensional r. v. X, then 

F!-oo)= lim F(x)= 0 
.1:-+-00 

and F(oo)= lim F(x)= 1 

Proof. Let us express the whole sample space S as a countable union of 
disjoint events as follows: 

00 00 

S = r u. (- n < X ~ - n + I ) ] u [ u ' '( n'< X ~ n + I )] 
n=) n=O 

00 00 

~ P(S)= L P(-n<X~ -n+I)+ L 'P(n<X~ ri+l) 
n-= ) n=O 

( '.' P is additive) 
a 

I = lim L [F ( - n + I ) - F ( - n) ] 
a-+oo n=1 

b 

+ lim L [F(n+I)-F(n)] 
b-+oo n=O, 

= lim [F(O)-F(-a)l+ lim· [F(b+l.)- F(O)] 
a-+oo b-+oo 

= LF ( 0 ) - F ( - 00 ) ] + .[ F ( 00 ) - F ( 0 ) ] 
1= F(oo)- F(-oo) 

Since -00<00, F.( -00) ~ F (00). Also 
F ( - 00 ) ~'O and F ( 00 ) ~ 1 ( Property 2 ) 
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.. O~F(-oo)~F(oo)~J 

(*)and(**)giveF(-oo)= 0 and F(oo)= 1. 

and 

Remarks. 1. Discontinuities of F(x) are at most countable. 
2. F(a)- F(a- 0)= liin P(a-h~ X~ a). h> 0 

=> 

II -+0 ' 

F(a)- F(a- 0)= P(X= a) 
F ( a + 0) - F ( a ) = lim P ( a ~ X ~ a+ h) = 0.' h > 0 

11-+0 

oF ( a + 0') = F ( a ) 
5·3. Discrete Random Variable. If a randorit,variable takes at most a 

countable nomber of values, it is called a discrete random variable. In other 
'words, a real valued/unction defmed on a discrete sample space is called a discrete 
rando~ variable. 

S:)' f. Probability Mass Function (and probability distributiqn 0/ a 
discrete random variable). . -

Suppose X is a one-dimensional discrete random variable taking at most a 
countably infinite number of values Xl> X2, '" With each possible outcome Xi , 

, we aSsociate a number Pi = P ( X = Xi ) = p ( Xi ). called the probability of Xi. The 
numbers p (Xi); i:; 1,2,.,.. must satisfy the following conditions: 

(i) p ( xd ~ 0 Vi, (it) 1: p ( xd = 1 
. i= 1 

This function p'is called the probability mass function of tl)e random variable 
X and the set (Xi, p (Xi) ) is called the probability distribution (p.d.) of the r.v. X. 

Remarks: 1. The set ~f values which X takes is called the spectrum of the 
random variable. 

2. For discrete random- variable, a knowledge of the probability mass 
iunction enables us to compute probabilities of arbitrary events. In fact, if E is a 
set of real numbers, we have 

P ( X E E) = 1: p' (x), where S is the sample space. 
xe EnS 

Illustration. Toss of coin, S = {H.T}. Let X be the random variable 
liefined by 

X (" Ji) = I, i.e., X = I, if 'Head' occurs. 
X ( T) = 0, i.e., X = 0, if 'Tail' occurs. 

If the coin is 'fair' the probability fUl\ction is giv~n by 
P( {H} )=P( {T} )=1 

and we can speak. of the probabilitY,distribution of the random variable X as 
P(X= I)=P( {H} )=1 ' 

P(X=O)=P( (T) ~=1 ' 
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5-3-2. Discrete Distribution Function. In this case there Ufc a 

countable number or points Xl. X2, Xlt • . j. <!fld numbers p. ~ O. E p. = I such 
1 

that F (X ) = E Pi. For example if Xi is just the il1teger t, F (x) is a 
(i: x. $ x) 

"step function" having jump Pi at i, and being constant between caeii' pair of 
integers. 

F()() 

Theorem5·5. p(Xj)= P(X= Xj)= F(x,)- F(.t.J-I), whereFisthed/. 
ofX. 

and 

Proof. Let XI < X2 < ... We have 
F(xj)= P(XSXj) 

j j 

= L P (X = ;t;) =. L P ( Xi') 

l= 1 i= \ 
J -\ 

F(Xj_ 1)= P(X~Xj_I)= ! P(Xi) 

i= 1 

.. F(Xj)- "(Xj_ 1)= p(x,) ... (5·5) 
Thus, given the distribution function of discrete random variable. we can 

compute its probability mass function. . 
Example 5·1. An-experiment consists of three independent tosses of a fair 

coin. Let 
X = The number of heads 
Y = The number of head runs, 
Z = The lenght of head runs, -

a head run being defined as consecutive occurrence of at least two heads, its length 
then being the number of heads occurring together in three tosses of the coin. 

Find the probabilityfunction of (i)X. (if) Y. (iii) Z, (iv) X +Y and (v) XY and 
construct probability tables and draw their probability charts. 
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Solution.· 

Table 1 

S.No. . Elementary Random Variables 

event 

X y Z X+Y XY 
1 HHH 3 1 3 4 3 
2 HHT 2 1 2 3 2 
3 HTH 2 0 0 2 0 
4 HIT 1 0 0 1 0 
-5 THH 2 1 2 3 2 
6 THT 1 0 0 1 0 
7 ITH 1 O· 0 1 0 
8 ITT 0 0 0 0 0 

l{ere sample space is . 
S = {HHH, HHT, HTH, HIT, THII, TilT, ITH, ITT} 

(i) Ol)vio~ly ~ is ar.v. which-can take the values 0, 1, 2, and 3 

p (3) = P (HHH) == (1f2)3 '"' 1/8 
p(2)=P [fIHT uHTHu THH] 

=p (HHT ) + 'p (ilTH) + P (THII) = 1/8 + 1/8 +1/8 = 3/8 

Similarly p (1) = 3/8 and p (0) = 1/8. 

These probabilities could alsO be obtained directly from the above table i. 

Table 2 

Probability table or X 

Values of X 
0 1 

(x) 

p(x) 1/8 3/8 

2 3 

3/8 1/8 
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Table 3 

(ii) Probability Table or Y 

Values of Y, o I 
(y) 

p(y) 5/8 3/8 

This is obvious from table 1. 
(iii) From table 1 , we have 

Table 4 

Probability Table or 

ValuesofZ, 
0 1 2 

(z) 

p(z) 5/8 0 2/8 

3 

1/8 

PeY) 

'518 
4(8 

318 
218 

'/8 
O .. --,.f-----'y 

P(z). Probability chart of Y 

518 

4/8 

3/8 

218 
1/8 If 

1 2 3 Z 
Pro.bability chart of Z 

5·9 

(ivl Let U = X + Y. 
p(u) 

From table I, we get 5/8 

Table 5 

Probability Table or U 

Values of U, o 1 234 
(u) 

p(u) 1/83/8 1/8 2/8 lIS 

(v) Let V=XY 

Table 6 

Probability Table or V 

Values of V; o 1 2 
(v) 

3 

p(v) 5/8 0 2/8 1/8 

418 
.318 

2/8 

1(8 
O~~,~~~--~--u~ 

Probability chan of U = X + Y 
p(lI') 

5/6 
4/8 
3/8 

o 1 2 3 t· 
Probability chart of V = XY 
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Example 5·2. A 'random variable X has the follqwing probability 
distributiofl : 

x: 0 1 2 3 4 5 ·6 7 
p (x) : 0 k 2k 2k 3k k2 2k2 7 k2 + k 

(i) Find k, (ii) Evaluate P (X < 6), P (X ~ 6), and P ( 0 < X < 5), (iii) If 

P (X $ c) > t,find the minimum value of c, and (iv) Determine the distribution 

function of X. [Madurai Univ. B.Sc., Oct. 1988] 
7 

Solution. Since L p (x) = I, .we have 
x=o 

~ k + 2k + 2k + 3k + k2 + 2k2 + 7 k2 + k = l 
~ 10k2 + 9k - 1 = 0 
~ ( 10k - J) (k + I) = 0 ~ k = JlIO 

[.: k = -I, is rejected, since probabili~y canot be negative.] 

(ii) P (X < 6) = P (X = 0 ) + P (X = J) + ... + P (X = 5) 
1 2 2 3 I 81 

= 10 + 10 + 10 + 10 + 100 = '100 

19 
P (X ~ 6) = I - P (X < 6) = 100 

P (0 < X < 5) = P (X:: 1) + P (X = 2) + P (X = 3) + P (X = 4) ,,; 8e= 4/5 

(iii) P (X $ c) > i. By trial, we get c = 4. 

(iv) X Fx (x) = P (X$x) 

o 0 
1 k = 111 () 
2 3k = 3110 
3 5k = 5/10 
4 8k = 4/5 
5 8k + k2 = 81/100 
6 8k + 3k2 = 831100 
7 9k + IOk2 = 1 

EXERCISE 5 (b) 

1. «(I) A student is to match three historical events (Mahatma Gandhi's 
Birthday, India's freedom, and First World War) with three years·(I.947, 1914, 
1896). If he guesses with no knowledge of 'the correct answers, what is the 
probability distribution of the number of answers he gets corre~tly ? 

(b)' From a lot of ·10 items containing 3 defectives, a s{lmple of 4 items is 
drawn at random. Let the random variable X de.note the number of defective items 
in the sample. Answer the following when the sample is drawn without 
replacement. 
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(i) Find the probability distribution of X. 

(ii) Find P (X !'> 1), P (X < 1) and P (0 < i < 2) 

Ans. (a) x 0 1 2". 3 

p(x) 1 .! 0 .! 
3 2 6 

(b) (i) _x_+-0_l----:2,.--3_ 
1 1 3 1 

p(x) "6"2 10 30 

(ii) 2/3, 5/6. 1/2 

2. (a) A random variable X can take all non· negative integral values, and the 

probability that X takes the value r is' proportional to ar ( 0 < a < 1 ). Find 
P (X = 0). [Calcutta Univ. B.Sc.1987] 

I . 

Ans. P (X = r) = A a' ; r = 0, 1, 2, .... ; A = 1 - a ; P (X = 0) = A = 1 - a 
(b) ~upposc that the mndom variable X has possible values 1,2,3, ... and 

P ( X = j) = 1/2 J , j = 1,2\... (i) Compute P ( X "is even), (ii) Cq,npute 
P (?C ~ 5) ,and (iii) Compute P (X is divisible by 3). 

ADS. (i) 1/3, (ii) 1/]6, and (iii) In 
3. (a) Let X be a random variable such that 

P(X= -2):::: P(X= -1), P(X= 2)= P(X= 1) and 

P(X> 0):::: P(X< 0)= P(X= 0). 

Oblain the probability ma~s function of X and its distribution function. 
ADS. X -2 -1 0 1 

1 1 1 1 - - - -
6 6 3 6 

p(x) 

124 5 - - - -
6 6 6 6 

F(x) 

2 
1 
6 

'(b) A.random variable X assumes the values -3, -2, -1,0, 1,~, 3 s\lch that 

P(X= -3)= r(x= -2)= P(X= -1), 

P(X= 1)= P(X= 2)= P(X= 3), 

and P ( 'J( = 0) = P ( X > 0) = P ( X < 0), 

Obtain the probability mass fUnction of X and 'its distribution function, and find 

further the probability mass function of Y = 2X 2 + 3X + 4. 

Ans. 

p(x) 

Y 

pry) 

-3 
1 

9 
13 
1 
9 

-2 
1 
9 
6 
1 
9 

-1 
1 
9 
3 
1 
9 

[Poona Univ. B:Sc., March 1991] 
o 1 2 3 
1 1 1 1 - - - -
3 9 9 9 
4 9 18 31 
1 1 1 1 - - - -
3 9 9 9 
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4. (a) A random variable X has the following probability function: 
Valuesof X.x : .... 2 -1 0 1 2 

p(x) .' 0·] k 0·2 2k 0·3 
(i) Find the value of k. and calculate mean and variance. 

. (ii) Construct the c.d.f. F(X) and draw its graph. 
Ans. (i) 0·1,0·8 and 2·-16, (ii) F (X) = 0·1,0·2,0·4,0·6,0·9, 1·0 
(b) Given the probability function 

~ 0 1 2 3 

3 
k 

p(~) I 0·1 0·3 0·5 0·1 

Let Y = X 2 + 2X , then find (i) the probability function of Y, (ii) mean and 
variance of Y. 

Ans. (i) y 0 3 8 15 

p(y) 0·1 0·3 0·5 0·1 
(ii) 6·4 ,16·24 

5. A random variable X has the following probability distribution: 
Values of X, x 0 1 2 3 4 .5 6. 7 8 

p{x) a 3~ 5a 7a 9a 11a 13a 15a 17a 
(i) Determine the value of a. 
(ii)FindP(X< 3),P(X~ 3),P(O< X< 5). 
(iii) What is the smallest value of x for which P (X ~ x) > 0·5? and 
(iv) Find out the distribution function of X ? 

Ans. (i) a = 1/81, (ii) 9/81, 12/81,24/81, (iii) 6 
(iv) x 0 1 2 3 4 5 6 7 l8 

F(x) a 4a 9a 160 2Sa 360 49a 64a 81a 

6. (a) Let p (x) be the probability function of a discrete random 
variable X which assumes the values XI , X2', x, ,X. , such that 2 p (XI) = 3 p (x~ 
= p (x,) = 5 p (x.). Find probability distribution and cumulative probability dis-
tribution of X. (Sardar Patel Univ. B.Sc. !987) 

Ans. 
X XI ~2 x, X. 

P (x) 1~6 1'¥l6 3Q16 416 

(b) The following is the distributiQll function of a discrete random 
variable X : 

x -~ -1 0 1 2 3 5 

f(x) 0·10 0·30 045 0·5 0·75 0·90 0·95 

(i) Find the probability distribution ofX. 
(ii) Find P (X is even) and P ( 1 ~ X ~ 8). 
(iii) Find P ( X = - 3 I X < 0) and P ( X ~ 3 I X > 0). 
[Ans. (ii) 0·30, 0·55, (iii) 1/3, 5/11]. 

8 
1'()() 
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7. If 
x 

p(x)= 15; x= 1,2,3,4,5 

= 0, elsewhere 

Find(i)P{X=lor2), and (ii)P{t< X< ~I ~> I} 

5·13 

[Allahabad Univ. B.sc., April 19921 

Hint. (i) P { X = 1 or 2 l:: P ( X = 1) + P ( X = 2) = _1 + ~ = .! 
f . 15 15. 5 

p{(..!.<X < ~~n X> f} 
(ii) P {-21 < X < ~21 X> I} ~ l2 2 ) 

P(X> I) 

P (X = 2) ~15 _.! 
--l-P(X=l) 1-(Vls)-7 

P { (X = 1 or ~) n X> I; 
= P (X> I) 

8. The probability mass function of a random variable X is zero 
except at the points i = O. 1,2. At these points it has the values p (0) :: 3c3, 

p(I)=4c-IOc1 al!dp(2)=5c-1 forsomec>O. ~ 
(i) Determine the value of c. 

(ii) Compute the follow!ng probabilities, P (X < 2) and P (1 < X S 2). 
(iii) Describe the distribution function and draw its graph. 
(iv) Find the largest x such thatF (x) < ¥2. 
(v) Find the smallest x such thatF (x) ~~. [Poona Univ. B.Sc., 1987) 

Ans. (i)1. (i.!~J,~, (iv) I, (v) 1. 

9. (a) Suppose that the random variable}( assumes three values 0,1 and 2 
with probabilities t, ~ and ~ respectively. Obtain_the distribution function of 

X.. [Gujarat Univ. B.Sc., 1992] 

(b) Given that f (x) = k (112t is a probability distribution for a random 
variable which can take on the values x = 0, I, 2, 3,4, 5, 6, find k and find an 
expression for the corresponding cumulative probabilities F (x). 

[Nagpur Univ. B.sc., 1987) 
5·4. Continuous Random Variable. A random variable X is said to be 

continuous if,it can take !ill possible values between certain limits. I n other wor.ds. 
a random variable is said to be continuous when its different values cannot be put 
in 1-1 correspondence with a set o!positive integers. 

A continuous random variable;: is a random variable that (at least concep­
tually) can be measured to any desired degree of accuracy. Examples of continuous 
random variables are age, height, weight etc. 

5'4·1. Probabiltty Density Function (Concept and Definition). Consider the 
small interval (x, x + dx) of length dx round the pointx. Let! (x) be any continuous 
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function of x so that / (x) dt represents the probability that X falls in the in­
finitesimal interval (x, x + dt). Symbolically 

P (x:5 X :5 x + dt) = /x (x) dt ... (5·5) 
In the figure,f ( x ) dt represents 

the area bounded by the curve r ~\'" 
~ 

Y = /(x), x-axis and the ordinates at 
the points x and ~ + dt . The func­
tion /x (x) so defined is known as 
probability density/unction or simply 
density function 0/ random variable 
X and is usually abbreviated as 2 

p.d/. The expression,f (x) dt , usually written as dF (x), is known as the prob: 
ability differential and the curve y = / ( x) is known as the probability density 
curve or simply probability curve. 

Definition. p.d.f./x (x) of the r.y. X is defined as: 

jj ( ) _ I' P (x:5 X:5 x + 5 x) (55 ) 
xX-1m 0 ... ·a 

Sx--. 0 x 

, The probability for a variate value to lie in the interval dt is /(x) dt and hence 
the probability for a variate value to fall in the finite interval [0. , ~] is: 

P(o.:5X:5~)= J~ /(x)dt ... (5:5 b) 

which represents the area between the curve y = / (~), x-<\xis and the ordinates at 

x = 0. and x =~. Further since total probability is unity, we have Jb / (x) dx = 1, 
a 

where [a, b ] is the range of the r~dom variableX . The range of the variab.le may 
be finite or infmite. 

The probability density function (p.d/.) of a random variable (r. v. ) X 
usually denoted by/x (x) or simply by / (x) has the following obvious properties 

(i) /(x) ~ 0, - 00 < x < 00 

(tid 00 f(x) dt = 1 
-00 

(iii) The probability P (E) given by 

P(E)= J/(x)dt 
E 

is well defined for any event E. 

... (5·5 c) 

... (5·5 (/) 

... (5·5 e) 

Important Remark. In case of discrete random yariable., the probability ata 
point, i.e., P (x = c) is not zero for some fixed c. However, in case of continuous 
random variables the probability at a point is always zero, Le., P (x = c) = 0 for 
all possible values of c. This follows directly from (5·5 b) by taking 0. = ~ = c. 
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This also agrees with our discussion earlier that P ( E ) = ° does not imply that 
the event E is null or impossible event. This property of continuous r.v., viz., 

-
P(X= c)= 0, V c ... (5·5!> 

leads us to the following important result : 
p (0. 5 X ~ ~) = P (0. ~ X < ~) = P (0. < X ~ ~) = P (0. < X < ~) ... (5·5 g) 
i.e., in case of continuous r.v., it does matter whether we include the end points of 
the interval from 0. to ~. 

However, this result is in general not true for discrete random variables. 
542. Various Measures of Central Tendency, Dispersion, Skewness, and 

Kurtosis for Continuous Probability Distribution. The formulae for these 
measures in case of discrete frequency distribqtion can be easily extended to the 
case of continuous probability distribution by simply replacing Pi = f;IN by 
f (x) dx, Xi by x and the summation over' i' by integration over the spedfied range 
of the variable X. 

Letfx (x) or f(x) be the p.d! of a random variable X where X is defined 
from a to b. Then 

(i) Arithmetic mean = Jb x f(x) dx 
. a 

(ii) Harmonic mean. Harmonic mean H is given by 

~ = J: (~ ) f (x) dx 

(iii) Geometric mean. Geometric mean G is given by 

log G =.J: 199 xf(x) dx 

(iv) ~' (about origin) = Jb x f(x) dx 
a 

~' (aboutthe point! = A) = Jb (x - A)' f(x) dx 
a 

and ~ (about mean) = Jb (x - mean)' f(x).dx 
a 

In particular, from (5·7), we have 

Ill; (about origin) = Mean = Jb x f(xj dx· a I 

and 1l2' == Jb ;. if (x) dx 
a 

... (5·6) 

... (5·6 a) 

... (5·6 b) 

... (5·7) 

... (5·7 a) 

... (5·7 b) 

Hence 112 = Ilz' - 1l1,2 = J: x2 t.~) dx - (I: xf(x) dx J. ... (5,: c~ 
From (5·7), on putting r=3 and 41 respectively, we get the values of 

Jl{ and \.4' a~d consequently the mo~ents about mean call be obtained by using 
the relations : 
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and J.13 = Jl,' - 3Jli' Jll' + 2~ll'3 } 

~ = ~' - 4113' Il( + 6!lz' IlI'z - 311114 
... (5·7 d) 

and hence PI and pz can be computed. 
M Median. Median is the point which divides the entire distribution in two 

equal parts. In case of continuous distribution, median is the point which divides 
the total area into two equal parts. Thuc: if M is the median, then 

Thus solving 

I~f(X)dx= f!f(x)dx=t 

J'M 1 Ib 1 a f (x) dx = 2. or M f (x) dx = 2. 
for M, we get the value of median. 

'" (5·8) 

... (5·8 a) 

(vi) Mean Deviation. Mean deviation about the mean Ill' is given by 

M.D. = fba I x- mean I f(x) dx ... (5,9) 
(vii) Quartiles and Deciles. QI and Q3 are given by the equations 

fQI f (x) dx = 1. and fQ3 f (x) dx = 2. 
a 4 a 4 ••. (5·10) 

D;, i th decile is given by 

JV; f(x) dx= ...L 
a 10 ... (5·10 a) 

(viii) Mode. Mode is the value of x for whichf (x) is maximum. Mode is thus 
the solution of 

f'(x) = 0 and f"(x) < 0 ... (5·11) 
provided it lies in [a,b]. 

Example 5·3. The diameter of an electric cable; say X, is assumed to be a 
continuous random variable with p.df. f ( x ) = 6x ( 1 - x), 0 ~ x ~ 1. 

(i) Check that above is p.d/., 
(ii) Determine a nwnber b such that P (X < b) = P (X> b) 

[Aligarh Univ. B.Sc. {Hons). 1990) 
Solution. Obviously, for 0 ~ x ~ 1./( x ) ~ 0 

Now f6 f (x) dx = 6 f6 x V - x) dx 

= 6 f1 (x - .?) dx = 61 x2 
_ x311 = I o . 1 2 3 0 

Hence f (x) is the p.d/. of r. v. X 

(ii) P(X<b)=P(X>b.) ... (*) 
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~ I~ f(x) dK= I! f(x) dx 

~ 6 f~ X (1 - x) dK = 6 f! x (1 - x) dx 

I~-~I~= I~-~I~ 
~ [~ -~ )=[( ~-3 }-(~ -~)] 
~ 3b1 - 2b' = [ 1 - 3bz + 2b' ] 

~ 4b' - 6 b1 + 1 = 0 

(2b - 1 )(2b1 - 2b - 1) = 0 

~ 2b - 1 = 0 or 2b1 - 2b - .. = 0 

Hence b = 112 is the only real value lying between 0 and 1 and satisfying (*). 
~:xample 5·4. A continuous random variable X has a p.d/. 

f(x)= 3.?, o~.x~ 1. Find a and b such that 

(iJ P { X ~ a } = p { X> a}, and 
(ii) P { X> b } = 0·05 . [Calicut Univ. B.Sc., Sept. 1988] 

Solution. (i) Since P ( X ~ a) = f ( X > a), 
each must be equal to I/2,'because total probability is always one. 

=> 

=> 

=> 

~ 

1 fa 1 .. P(X~a)=2 ~ 0 f(x)dx= ~ 

3Ja x1dx-! o -2 ~ 31 x' la =! 
3 O· 2 

, I 
a='2 ~ cr a= 2. ' 

(iiJ p (X > b) = 0·05 ::::::> f!f (i) dx = 0-05 

Ix'lI T- , I 
3 - =- ::::::> I-b =-

3 b 20 . 20 

b' _12 
-~O 

::::::> b=(~)L 
Example 5·5. LeeX be a conlinuous,random variate withp,d/. 

f(x)= ax, O~ x~ 1 
=a, I·~x~2 
=- ax+ 3a, 2:5 x~ 3 
= 0, elsewhere 
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(i) Determine the constant a. 
(ij) Compute P (X ~ 1·5). [Sardar Patel Univ. B.Sc., Nov.19881 

Solution. (i) Constant 'a' is detenniiled from the consideration that total 
probability-is unity, i.e.,. 

Loo~ f(x) dx= I 

~ LOoof(x)dx+ f~f(X)dx+ ftf(x)dx+ gf(X)dx+ f3°O f(x)dx= I 

~ f~axdx+ ft a.dx+ g (-ax+3a)dx= I 

~ a 1 ~ 1 ~ + a I x I ~ + a 1-~ + 3x 1 ~ = I 

~ ~ + a + a [( - .% + 9 )- (- 2 + 6) ] = I 

a' a . I 
~ -+a+-=I ~ 2a=1 =) a=-
22' 2 

(ii) P(X~ 1·5) = f2':, f(x) dx= LOoo f(x) dx+ f6 f(x) dx + Jli5 f(x) dx 

n fl.5 
= a JO xdx+ 1 a.dx 

= a 1 ;-1 1 + a I x 1 1.5 =!! + 0·5 a 
2 ° 1 2 

- a-! - - 2 [ '.' a = ~, Part (i) 1 

ExalP pie 5·6. A probability curve y = f ( x ) has a range from 0 to 00 • If 
f(x) = e-·, find the mean and variance and the third moment about mean. 

[Andhra Univ. B.sc. 1988; Delhi Univ. B.Sc. Sept. 19871 
Solution. 

Il, (rth moment ,about origin) = fooo x' f (x) dx 

= f; x' e- x dx= r(r-t" 1)=r!. 

(Using Gamma Integral) 
Substituting r = 1,2 and 3 successively, we get 

MeaJI = Ill' = 1 ! = I, 112 = 2 ! = 1, 113' = 3 ! = 6 
Hence variance = III = 112 - III ,1 = 2 - r = 1 
and 113 = 1l3' - 3112' ttl' + 2111'3 = 6 - 3 x 2 + 2 = 2 
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.. :xample 5·7. In a continuous distribution whose relative/reque'!cy lknsity 
is given by 

/ (x) = Yo . x ( 2 - x ), 0 S; x S; 2, 

find mean, variance, ~I ,and ~2 and hence show that the distribution is symmetri­
cal. Also (i)/ind mean deviation about mean and (U) show that/or this d(stribUlion 
1l24.1 = 0, (iii)find the mode, harmonic mean and median. 

[Delhi Univ. B.Sc.(Stat. Hons.), 1992; B.Sc., Oct. 19921 
Solution. Since total probability is unity, we have 

Po /(x) dx= 1 

yofo x(2-x)dx= 1 ~ yo=3/4 

3 
/(x)= 4"x(2- x) 

, r2 '/()dx 31'2 "1(2)dx 3·2"1 
IJ.r=JOx x =4"Jox -x = (r+2)(r+3) 

In particular 

, 3.22 

Mean = III = 3.4 = 1, 

, 3·t 8 
113 = 5.6 = 5' 

, 3·2s 16 
and /l4 = 6.7 = 1"" 

IJ· ,,2 6 1 1 "tence vanencc= 112 = 112 - III = 5 - = 5' 

'3"2'38 3 6 1. 20 113 = 113 - 112 III + III = 5 - . 5,' + = 

, 4 ' , 6 ' ,2 3 ,4 16 4 8 1 6 6 1 3 1 3 /l4 == /l4 - 113 III + 112 III - III = 1"" - . 5' + . 5' - . == 35 

113 2 /l4 3~S 15 
~I = -3 == 0 and ~2 == -2 = --2 =. -

~2 III (lis) 7 

Since ~I = 0, the distributior is symmetrical. 
Mean deviation about meafJ 

= Po I x-I I /(x)dx 

= J~ I x-I I f (x) dx + ~ I x-I I / (x) dx 

= i [J(\ (1 - x) x (2 - x) dx + ~ (x - 1) x ('~ -~) dx ] 
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:: %[Ib (lx-3x2+r)dx+ n (3r-r-lx)dx] 
"t!o 

:: '1[lx2.- U+ X41I + \3 x3 _l_ lx2 12]:: ~ 
4 ~ 40 '34 21 8 

112&+ 1 :: fa (x.- mean ):u.+1 f(x) dx 

= ~ Po (x - I):u.+ 1 X (2 - x) dx 

= 1 II t :u. + 1 (t + 1) (1 - t) dt 
4 -1 (x-I=t) 

:: 1 II t :u. + 1 (1 - t 2) dt 
4 -1 

Since t:u. + 1 1 is an odd function of t and (1 - t -2) is an even function of t , 
the integrand t:u.+ 1 (1 - t 2) is an odd function of t . 

Hence 

Now 

112..+1 = o. 
f'(x):: 1 (2 - lx) = 0 => x = 1 

4 

Hence mode:: 1 
Harmonic me~ H is given by 

1 Po 1--:: - f(x)dx 
1/ 0 x 

:: ~ Po (2 - x) dx = ~ 

H= ~ 
3 

If M is the median, then 

IOM f(x)dx= i 
~ rM x(2-x)dx=.! 
4 JO 2 

IX2_; I~ = ~ 
3M2- M 3= 2 

M3_3M2+2= 0 
(M-1)(M 2-2M-2)= 0 
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The only value of M lying in [ 0, 2 ] is M = 1. Hence median is 1. 
Aliter. Since we have proved that distribution is symmetrical, 

Mode = Median = Mean = 1 

5·21 

Example 5·8. The elementary probability law 01 a continuous random 
variable X is 

1 (x) = Yoe-b(x-a) , a~x<oo, b>O 

where a, b and Yo are constants. 
Show that Yo = b = Va and a = m - cr, where m and (1 are respectively the 

mean and standard deviation 01 the distribution. Show also that ~1 = 4 and 
~2 = 9. [Gauhati. Univ. n.Sc.,.l99~ J 

Solution. Since total probability is unity, 

J 00 1 (x) dx = 1 
a 

~ Yo Joo e-b(x-a) dx= 1 
a 

I e-b(X-4) 100 

Yo -b I a = 1 

~ ~=b 

JA.: ( rth moment about the point 'x = a') 

= J 00 (x - ar 1 (x) dx = b J 00 (x - ar e-b(x-a) dx 
a a 

=,b J; t' e-btdt 

_ • b r (r + 1) _ r! 
- bH I - -b' 

[ On pUlling x - a = l] 

[ Using Gamma Integral] 

In particular 

and 

Hence 

Also 

and 

IJ/ = lib, ~{= 2/b2, ~/:±: 61b3, J.4' = 241b4 

m= Mean =a+~{=a+(lIb) 

~= ~2= ~z' - ~1'2= 1/b2 

(1=.! and m= a+ .!!:: a+ (1 
b b 

1 
Yo=b=- and a=m-cr (1 

~3= ~3'-3~2'~{+ 2~{3= ~(6-3.2+2)=~=2d 
b3 b3 

J4 = J.4' - 4 ~{ ~1 ' + 6 ~z' ~{ 2 - 3 ~{4 
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19 4 
= 4 (24 - 4.6.1 + 6.2.1 - 3 ) = 4 == 90' 

b b 

Hence ~l= ~l/~i= 40'6/0'6= 4 and ~l== ~~l= 90'4/0'4= 9 

Example 5·9. For the following probab.ility distribution 
dF -Ixldx == Yo . e , - 00 < x < 00 

show that Yo = ~, ~l' = 0, 0' = ..J2 and mean deviation about mean = 1. 

Solution~ We have J..::, f(x) dx = 1 

=> Yo J~oo e- Ixl dx= 1 => 2yo J; e- Ixl dx= 1, 

=> 

(since e- I x I is an even function of x) 

(sinceinOSx<oo,lxl=x) 

2 1 · 1 Yo= , l.e., Yo= '2 

~.' (about origin) = J~ 00 x f(x) dx = ~ J~oo x e- I xl dx 

= 0, 
( since the integrand x . e- I x I is an odd function of x ) 

~2 = J~oo Xl f(x) dx= ~ J~oo Xl e- I xl dx 

= ! 2 100 X- e- Ixl dx 
2 0 
[since the integrand Xl e - I x I is an even function of x 1 

~2 =.I.~ i" e- X dx = r( 3 ) (on using Gamma Integral) 

=> ~2= 2! = 2 

Now ~= ~l= ~2 - ~l'l= 2 

M.D .. about mean = J 00 I x - mean I f (x) dx 
-00 

= ! Joo I x I e- I xl dx 
2 -00 

(.: Mean = ~.' = 0)-

=~.2J; Ixl e-I"l dx 

= JOoo x e-" dx = r( 2 ) = 1 
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Example 5·10. A random variable X has the probability law: 
1 2 

dF(x)= :1.e-X1lb dx, O:5x<oo 
I 

Find the distance between the quartiles and show that the ratio of this distance to 

the standard devation of X is independent of the patame.ter 'b'. 
Solution. If QI and Q3 are the first and third q~artiles respectively, we 

have 

Put 

Again we have J OQ3 f (x) dx = ~ which, on proceeding similarly, will give 

2 2 2 2 

1 - e-(b Ilb = 3/4 => e- lb I2b = 114 

=> Q3 = -1 2b -1 log ( 4 ) 

The distance between the quartiles is given by 

Q3 - QI = -12b [-1 log 4 - -1 log (4/3) ] 

100 Joo X '2/lb2 
~I'= O· x f(x)dx= 0 x b1 e- X dx 

= J; -12by'1l e-' dy 

- 2b1 Joo -'dy - 0 ye 

= 2b1 r( 2 ) = 2b1 • 1 I = ;2b1 
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a'- = ~,12 = ~1' - ~I' 1 = 2b1 - b2 • ~ = b2 ( 2 - ~ ) 
(J = b "2.- (1tI2) 

Q, - QI _ "2 [ {iOg'4 - "log ( 4/3) 1 
(J - V 2 - (1t/2) , 

'Yhich is independent of the parameter • b' . 

Example 5·11. Prove that the geqmetric mean G of the distribU!ion 
dF;6(2-x) (x.". 1) dx, 1 ~x~ 2 

isgiven by 6 log (16G) = 19. [Kanpl,lrUniv.B.sc:.,Oct.I9921 
Solution. By definition, we have 

10gG= F. logxf(x)dx= 6F. logx (2-x)(x-l)dx 

= - 6 F. (.i - 3x + 2) log x dx 

Integrating by parts, we get 

log G = - 6 [ H ~ -3: ~ 2x ) log x I ~ 
_ 1'2 (Xl _ 3.i + 2x) .! dx] 

Jl 3 2 x 

=-4 log 2+ 6x 19 
36 

(on simplification) 

19 19 .. logG+410g2="6 ~ I08G+log24 ="6 

19 19 
~ 10gG+log 16="6 ~ IOg(16G)="6 

~ 6 log (16'G) = 19 

Example 5·12. The time one has to wait for a bus at a downtown bus stop 
is observed 10 be random phenomenon (X) with thefoJ/owing probability density 
function: 

fx(x)= 0, for x< 0 

= ~(x+ 1). for O~ x< 1 

= !(x-!) 
, l' for 1~ x< ~ 

=!(1-x) '1 · for ~~ x< 2 
=~(4-x). for 2~ x< 3 
_ I 

for 3~ x< b 
- " 
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= O. for 6~ x. 
Let the events A and B be defined as follows: 

A : One waits between 0 to 2 minutes inclusive: 
B : One waits between 0 to 3 minutes inclusive. 

(i) Draw the graph of probability densityfunction. 

(ii) Show that (a) P (B IA ~:= ~. (b) P C4" n li) = ~ 
Solution. (i) The graph of p.d.f. is given below. 

f(X) ,.,9 
3r9 

219 

o 1 2 3 6 X 

(ii)(a) p(A)=Fof(X)dx=J~ ~ (x+l)dx+ J~ ~(X-~)dx _ 

• + J~ ~(%-x )dx 

1 
- 2 ( on simplification) 

f(AnB)= P( I~X~2)=~ f(x)dx 

= J~ ~(x-~)u+ ~ ~(~-x }x 
= ~ [ ~ - ~ r.n + .~ [ ~ x- ~ t = t \ 

S·2S 

( on simplification) 

P ( B I A ) = P (A n B ) = 1/3 = ~ 
.. P(A) 1/2 3 
(b) It n Ii means that waiting time is more than 3 minutes. 

:. P(Anli):P(X>3)=J3°o f(x) dx= J3
6 !(x) dx-t J; f(x)dx 

= J6 1: dx=! 1 16 =! 3 9 9 x 3 3 
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Example 5·13. The amount o[bread (inlwndredso[pounds)X that a certain 
bakery is able to sell in a day is found to be a numerical valued random 
phenomenon, with a probability [unction specijJ.ed by the pr()bability density 
[unctionf( x) ,given by . 

f (x)::. A . x, for 0 ~ x < 5 
= A (lO-x) , for 5 ~ x< 10 
= 0, otherwise 

(a) Find the value of A such thatf(x) is a probability density function. 
(b) What is the probability that the number of pounds of bread that will be sold 

tomorrow is 
(i) more than 500 pounds, 
(ii) less than 500 pounds, 

(iii) between 250 and 750 pounds? [Agra Univ. ~.Sc., 1989] 
(c) Denoting by A, B, C the events that the pounds of bread sold are as in h 

(i), b (iO and b (iii) respectively, find P (A I B), P (A Ie) . Are (i) A and B 
independent events? (if) Are A and C independent events? .. 

Solution. (a) In order thatf(x) should be a probability density function 

i.e .• 

=> 

L:, f(x) dx = I 

Jg Axdx+ J~O A(lO-x)ax=1 

1 
A= -

25 
(On simplification) 

(b) (i) The probability that the number of pounds of bread 'that will be sold 
tomorrow is more than 500 pounds, i.e., 

JIO· 1 1 I Xl \10 
P (5 ~ X ~ 10 ) == 5 25 ( 10 - x ) dx::. 25 lOx - "2 5 

= 2~ "( ;~ ) = i = 0.5 

(ii) The ·probability that the number of pounds of bread that will be sold 
tomorrow is less than 500 pounds, i.e., 

. I5 1 I I Xl 15 1 P(0~X~5)= 0 25 .xdx= 25 "2 0= 2= 0·5 

(iii) The required probability is given by 

J 5 1 n·5 1 3 
P(2·5SX~7·5)= 2.5 25 x dx+.J5 25 (lO-x)dx= 4" 

(c) The events A, Band C are given by 

A:S< X~ 10; B:O~ X< 5; C:2·5< X< 7·5 
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Then from pans b (i). (ii) and (iii), we have 

3 
P (A) = 0·5, P (B) ~ 0·5, P (C) = 4" 

The events A n B and A n C are given by 

An B = ~ and An C : 5 < X < 7·5 

.. P(AnB)= P(~)= 0 

n·5 1 n·5 
and P(AnC)= J5 f(x)dx= 25 J5 (lO-x)dx 

1 75 3 
= 25 Xg="8 

1 3 3 
P(A).P(C)= ~ )(4"= 8= P(AnC) 

=> A and C are independenL 

Again P(A).P(B)= t ~ P(AnB) 

=> A and B are not independent. 

P (A I B) = P (A n B) = 0 
P(B) 

P (A I C) = P (A () C) = 3/8 = .! 
P (C) 3/4 2 

527 

Example 5·14. The mileage C in thousands of miles which car owners get 
with a certain Idnd of tyre is a random variable having probability density function 

f(x) == 2~ e-Jl/7JJ, for x> 0 

= 0, for xSO 
Find the probabilities that one of these tyres will-last 

(i) at most 10,000 miles, 
(ii) anywhere from J6,OOO to 24,000 miles. 

(iii) at least 30,000 miles. (Bombay Univ. B.sc. 1989) 
Solution. Let r.v. X denote the mileage (in '000 miles) with a certain kind 

of tyre. Then required probability is given by: 

(i) P·(XSI0)= JbO f(x)dx= 2~ JbO e-Jl/7JJ dx 

_ 1 I e-Jl/7JJ 110 _ -11'2 

- ~O - 1/20 0 - 1 - e 

= 1 - 0·6065 = 0·3935 
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(ii) P (16~X ~ 24)= 2~ g: exp ( - ;0 )dt= 1- e- zI2O I~: 
= e- I6/20.- e- 24/20 = e- 415 _ e- 6/5 

= ()'4493 - 0·3012 = 0·1481 

00 1 [ e- llI20 [00 
(iii) P (X ~ 30) = J30 1(X) dt= 20 - 1120 30 

= e- 15 = 0.2231 

EXERCISE 5 (c) 

1. (a) A continuous random variable ~ follows the probability law 

I (x) = Ax2 , O~x~ 1 

Determine A and find the probability that (i) X lies between 0·2 and 0·5, 
fii)Xis less than 0·3, (iii) 1/4 <X < l/2an<1 flV)X >3/4 given X >1/2. 

Ans. A = 0·3, (i) 0·117, (ii) 0·027, (iii) 15/256 and (iv) 27/56. 
(b) If a random variable X has the density fUl\ction 

I (x) = {114, - 2 < x < 2} 
0, elsewhere. J 

Obtain (i) P (X < 1), (ii) P (I XI> 1) (iii) P (2X + 3 > 5) 
(Kerala Univ. B.Se., Sept.1992) 

Hint. (ii) P (IX I> 1)= P(X > 1 or X <-1)= J~ i f(x) dt+ ~/(x) dt 

or pd xl> 1) = 1- P (I X 1 ~ 1) = 1 - P (- 1 ~X ~ 1) 
Ans. (i) 3/4, (ii) 1/2 (iii) 1/4. 
2. Are any of the following probability mass or density functions? 
Prove your answer in each case. 

1 3 1 1 
(a) {(x) = x; x= 16' 16' 4'-; 
(b) I (x) = A. e-k< ; x ~ 0; A. > 0 

1 2.x, 0< x< I 
(c) f(x)= 4- lx, 1< x< 2 

0, elsewhere, 
(Calicut Univ. B. Sc., Oct. 19_ 

Ans. (a) and (b) 3I'ti .,.m.f./p.d.f.'s, (c) is not. 
3. If II and /z are p.d.f.' s and 91 + -9z = I, check I( . 

g (x) = 91/1 (x) + 9z/z (x) , is a p.d.f. 

Ans. g (x) is a p.d.f. if 0 ~ (Eh, Eh) ~ 1 a-' fll + Eh= 1. 
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4. A continuous random variable X has the probability density function: 
/ (x) = A + Bx, 0 ~ x ~ 1. 

If the mean of the distribution is 1, find A and lJ • 

Hint: Solve I~/(x)dx= 1 and I~ x/(x)dx = 4. Find A andB. 

5. For the following density function 
/(x)= cr(1-x), O<x< 1, 

fmd (i) the constant c, and (ii) mean. 
[CalieufUniv. B.Se.(subs.), 1991J 

Ans. (i) C = 12; (ii) mean = 3/5 . 
6. A continuous distribution of a variable X in the range (-3, 3) is defmed by 

/ (x) = i6 (3 + X)l, - 3 ~ x ~ - 1 

=.!.(6-2xl) -1<x<1 16 • , --

= i6 (3 - x)z, 1 ~ x ~ 3 

(i) Verify that the area under the curve is unity. 
(ii) Find the mean and variance of the above distribution. 

(Madras Univ. B.Se., Oct. 1992; Gujarat Univ. B.Se., Oct. 1986) 

Hint: I!3/(X)dx= I~i /(x)dx+ J!l/(X)dx+ Ii /(x)dx 

Ans. Mean=O, Variance=1 
7. If the random variableX has tJ'te p.dJ., 

/ (x) = i (x + 1). - 1 < x < 1 

= 0,' elsewhere, 
find the coefficient of skewness and kurtosis. 
8. (a) A random variableX has the probability density function given by 

/ (x) = (it (1 - x), 0 ~ x ~ 1 
Find the mean I.l , mode and S.D. cr , Compute P (IJ.- 2cr < X < I.l + 2cr). 
Find also the mean deviation about the median. 

(Lueknow Univ. B.Se., 1988) 

(b) For the continuous distribution 
dF = Y~ (x - r ) dx ; 0 ~ x ~ I, Yo being a constant. 

Find (i) arithmetic mean, (ii) harmonic mean, (iii) Median, (iv) triode and (v) rth 
moment about mean. Hence find ~1 and ~2 and show>,that the distribution is 
symmetrical. (Delhi Univ. B.se., 1992'; Karnatak Uni v. B.Se., '1991) 

Ans. Mean = Median = Mode = 1 
• > Z 
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(c) Find the mean, mode and median for the distribution, 
dF (:c) = sin x dx, 0 ~ x ~ Jt/2 

ADs. I, Jt/2, Jt/3 

9. If the function f(x) is defined by 
f(x)= ce-'u, O~x<oo, a>O 

(i) Find the value of constant c. 
(ii) Evaluate the first four moments about mean. 

[Gauhati Univ. B.Se. 19871 

ADs. (i) c = a , (ii) 0, I/cil , 2/a' , 'J/a4• 

10. (a) Show that for the exponential distribution 
dP= y".e-";o dx, O~x<oo, (J>O 

the mean and S.D. are both equal to (J and that the interquartile range is 
(J loge 3. Also find 1J,r' and show that ~I = 4, ~2 = 9. 

[Agra ;):liv. B.Se., 1986 ; Madras Univ. n.Se., 1987) 
(b) Define the harmonic mean (H.M.) of variable X as the reciprocal of the 

expected value of IIX, show that the H.M. of variable which ranges from 0 10 

00 WIth probability density i xl e-' is 3. 

tion, 
11. (a) Find the mean, variance ~d the co-efficients ~I , ~2 of the distribu-

dF = k x'J. e- a dx, 0 < X < 00 • 

Ans. ,,= 112; 3,3, 4/3 and 5. 
(b) Calculate PI for the distribution, 

dF:= k x e-adx., O<x<oo 
Ans. 2 [Delhi Univ. B.Se. (Hons. Subs.), 1988J 
12. A continuous random variable X has a p.d.f. given' by 

f (x) = k x e ).a , x ~ 0, A. > 0 
-= 0, otherwise 

~LCrmine the constant k ,obtain the mean dlld variance of X . 
(Nagpur UDiv. n.Se. 19901 

0. For the probability density function, 

f ( )= ,?(b+ x) - b~ x< 0 
x b(a+b)' 

= 2(a-x) O~xSa 
a(a+b)' 

Find mean, median and variance. [Calcutta Unh'. B.Se, 1984) 

Ans. Mean =( a - b )/3, Variance = (a2 + b2 of ab )/]8, 
Median = a - " a(a+ b) /2 
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(U) Show that, if terms of order ( ci - b )2/ a2 arc neglected, then 
mean - median = (mean - mode) /4 

5-31 

14. A variable X can assume values only between 0 and 5 and the equation 
of its frequency curve is 

y = A sin ~ 1t x, 0 $; x$;5 

where A is a constant such that the area under the curve is unity. Detennine the 
value of A and obtain the median and quartiles of the distribution. 

Show also that the variance of the distribution is 50 { k - ~z } . 

Ans. 1/10\ 2·5, 4{3, 10{3 
1 S. A continuous variable X is distributed over the interval [0, I] with p.d·L 

a XZ + b x, where a, b are constants. If the arithmetic mean of X is 0·5, find the 
values of a and b. 

ADS. -6,6 
16. A man leaves his house at the same time every morning and the time 

taken to journey to work has the following probability density function: less than 
30 minutes, zero, between 30 minutes and 60 minutes, unifonn with density k ; 
between 60 minutes and 70 minutes, uniform with density 2k ; and more than 70 
minutes, zero. What is the probability that on one particular day he arrives at. work 
later than on the erevious day but not more than 5 minutes later. 

17. The density function of. sheer strength of spot welds is given by 
f(x) = A /160,000 for 0 $; X$; 400 

= (800 - x) /160,000 for 400 $; X$; 800 
Find the number a such that 

Prob. (X < a) = 0·56 and the number b such that 
Prob. ( X < b) = 0·90. Find the mean, median and variance or X .. 

[Delhi Univ. B.E., 1987] 
18. A baLCh of small calibre ammunition is accepted as satisfactory if none 

of a sample of five shot falls more than 2 feet from the centre of the target at a 
given range. If X. the distance from the centre of the target to a given impact 
point, actually has the density 

Z 
f(x)= k.2xe-:r , 0< x< 3 

where" is n number which J118kes i~ probability density function, what is the value 
of k and what is the probability that the baLCh will be accepted? .. 

[Nagpur Univ. B.E., 1987J 

Hint. Ii f(x) fLY::' 1 ~ k = 1I( 1- e- 9 ) 
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Reqd. Prob. = P [ Each of a sample of 5 shots falls within a distance of 2 ft. 
from the centre] 

= [P(O<X <2ll' = [ Ig f(;<)dx r = ( : =::: J 
19. A random variable X has the p.d.f. : 

{ 2x,O<X<1 
f ( x ) = 0, otherwise 

Find (i) P ( X < ~ ), (ii) P ( i < X < ~ ) " (iii) P ( X > ~ I X > ~ ), and 

(iv) P ( X < ~ I X > ~ ). (Gorakhpur Univ. B.Sc., 1988) 

A (')1/'" (")3/16 (l")P(X> 3/4) 71\6_ l. (. )PO~< X< +'4) 
ns. I "t, II ,II P (X> In) 3/4 - 12' IV P (X> Iii) 

5·4·3. Continuous Distribution Function. If X is a continuous random 
variable with the p.d.f. f (x), then the function 

Fx(x) = P(X~x)= toof(t)dt, -oo<x<oo. ...(5·12) 

is' called the distribution function (dJ.) or sometimes the cumulative distribution 
function (c.d.f.) of the random variable X. 

Remarks 1. 0 ~ F {X ) ~ 1, - 00 < x < 00. Il 

2. From analysis ·(Riemann integral), we know mat 

F' (x) = ! F (x) = f(x)? 0 [.: f(x) is p.d.f.] 

==> F (x) is non-decreasing function of x • 

3. F.(-oo): lim F(x)= lim rx f(x)dx= I-co f(x)dx= 0 
-00 -00 .l-+-oo x __ oo 

and F(+oo)= lim FJ-x.) = lim toof(x)dx= I':--oof(x)dx::: 1 
.l-+'!" x-+oo 

4. F ( x) is a continuous function of x on the right. 
5. The discontinuities of F ( x) are at the most countable. 
6. It may be noted that 

P(aS X~ b)= I: f(x)dx=- I!oc;f(x)dx- I~'oof(X)dx 
= P ( X ~ b) - P ( X ~ a) = F (b) - F (a) 

Similarly 

P ( a < X < b) = P (a < X ~ b) = P «(l ~ X < b) == I h f( I) d/ 
a 



Ran$lom Vl!riablcs· Distribution Functions 5·33 

7. Since F'(x)=/(x), wQhave 
d 

- F ( x ) = / ( x ) ~ dF( x ) = / ( x ) dx 
dx 

This is known a5 probability diffe{ential of X. 

Remarks. l. It may be pointed oUt that the properties (2), Q) and (4) above 
uniquely characterise the distribution functions. This means that any function F(x) 
satisfying (2) to (4) is thP, distribution function of some random variable, ari(l any 
function F(x) violating anyone or more of these three properties cannot be the 
distribution function of any random variable. 

2. Often, one can -obtain a p.d.f. from a distribution function F (x) by 
differentiating F (x) , provided the derivative exists. For example, consider 

\
0, for x <: 0 

F x( x ) = x, for 0 ~ x ~ 
1, for x> 1 

The graph of F (x) is given by bold liJles. Obviously we see that F (x) is 
/. 

continuous from right a<; stipulated in (4) and we also see that F (x) is .. not 
continuous at x = 0 and x = 1 and hence is no( deriv~ble afX = 0 .and x = 1. 

F(x) 

--------~---~----

1 

Dirferenitating F'(x) w.r.t. x, we get 

!! F ( x ) = { 1 , 0 < x.< 1. 
dx 0, otherwise 

)( 

INote the strict.inequality in 0 ~ x < 1, since F (x) is not derivable at 
X=' 0 andx= 11 

Let us define 

{ l,O<X<l 
/ (x) = 0, othef)t(ise 

Then / ( x) is a p.dJ. for F. 
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Exam pie 5,15. \lerify that the following is a distribution functiof.l: 

{ (), 

F(x)= ~;+ I , - a~ x~ a ( J 
x< - a 

1" ,x> a 

(Madras Univ. B.Sc., 1992) 
Solution. ObVIOusly the properties (i), (ii), (iii) and (iv)are~atisfied.Also 

we o~~rve that f+:t) is continuous at x = a and x = - a, as well. 
Now 

d' 1'1 « F( ), -2' - a_ x_ a 
dx"x:::;Jtl 

0, otherwise 

= f( x), say 

In order that F (x) is a distribution function, f (x) must be a p.d.f. Thus we 
have to sh()w tl}at 

Loooo f(x) dx = I 

Now f:'oo f(x) dx = f~.a f(x) dx = 2~ f~ a I. dx = I 

Hence F ( x) is a d.f. 
Example 5·16. SW'pose'the life in hnuq of a certain kind of radio tube has 

the probability density function: 

100 
f ( x ) = -2 ' when x ~ 100 

x 
= 0, when x < 100 

Find the distrib~tionfunction of the distribution, What is the probabilty that none 
(~f three such tubes in a given radio set will have to be replaced during thejirst150 
hour;~ of operation? What is the probability thai all three of the original tubes will 
have been replaced during thefirst 150 hours? (Delhi Univ. B.Sc. Oct. 1988) 
I • 

Solution. Probability that a tube will last for first 150 hours is given by 

p ( X'~ 150) = p ( (j < X < 100) + P ( I 00 ~ X ~ 150) 

= f!~ f(x) dx = f!~ l~. dt = ~ 
Hence the probabmiy that none of the three tubes will have to be replaced 

.dllring the first 150 hours is (1/3)3 = 1127 . 

The probability lhal a tube will not last for the first 150 hours is 1 - i = ~. 
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Hence the probability that 'allthrcc of the original tubes will have to be replaced 
during the Iirst 150 hours is (2/3)3 = 8/27 . 

Exam pl~ 5·17. Suppose that the time in minutes that a person has to wait at 
a certain station for a train is found tq be a random phenomenon, a probability 
function specified by the distributionfUilction, 

F ( x ) = 0, for x ~ 0 
for 0 ~ x < 1 .t 

= 2' 
I 

= '2' for I ~ x < 2 

= ~, for 2 ~ x < 4 

= 1, for x~ 4 
(a) Is the Distribution Function continuous? If ,ro, give the formula for its 

probability density/unction? 
{IJ) Whgt is the probability that ,a person will.ha ... e to wait (i) more than 3 

miTlUtes, (uj less than 3 minutes, and (iii) between 1 and 3 minutes? 
(c) W~at is .the conditional probability that the person will have to. waitfor·a 

trainfor OJ more than 3 minutes, given that it is more than} minute, (ii) less than 
3 miTlUtes given that it is more than 1 minute? (CalicutIUniv. B.Se., 1985) 

SoMion. (a) Since the value of the distribution fUllctioQ is t~e same ~tthe 
points x = 0, x = I, x = 2" and x = 4· given by the Jwo fonns, o(:l ( x) ;lor 
x < 0 and 0 ~ x < 1, 0 ~ x < 1 and 116 x < 2, 1 ~ x < 2 and 2~' x < 4, 
2 ~ x < 4 and x ~ 4, the distribution function is continuous. 

Prob~bility density function = f ( ~ ) = -1; F ( x ~ 
.. f( x) = 0, for x < 0 

1 
= '2' for 0 ~ x < L 
= 0, for 1 ~ x < 2 

= ~, for 2 ~ x < 4 

= 0, for x~ 4 
(b) Let the random variable X represcnllhe waiting time in minutes. 

Then 
(i) ... R~!lired prQbability = P ( x. > a.) = .1 ~ P. ( X ~ 3) =. 1 - F (~) 

=. 1- .~. 3 = ~ 
(ii) Required'probability =' P (X < 3) = P (X ~ tg ) ... P (x·= 3') 

, = F (3) = l' . 
4 

(Since, the probabihty that a continuous variable takes a.fixed value b 
7.ero) I 
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(iii) Required'Probability = P ( I < X < 3) = P ( 1 < X ~ 3) , 

= F(3j- t(1)= ~- ~= ~ 
(c) l-etA den9te ~he eve"t that.a person has to wait for m9re than 3 mInutes 

and B the event that he has to wait for more than 1 minute. Then 

P(A)= P(X> 3)'= ~ [c/.(b),(i)j 

P(B)·= P(X> 1)= I-P(X~ 1)= I-F(1)= 1- ~= ~ 

P ( A n B) = P ( X > 3 n X > 1) = P ( X> 3) = ~ 
OJ Required probability is 

P (A I B) = p.( ~ 0 B') 
P(B) 

114 1 
112 =2 

.(;;) R~iJirea prob~bil,ity = P (A I B)::; P ~~ ~: ). 
No,,<p(~,nBi)=P(X~ 3(l).X>, 1)=f(,l',:: X~ 3)=F(3)'- F(1).= ~- ~= ~ 

- i/4 1 
. :'. . .p ~ A r:B t= 112 =:'2 
·Example-5.'18. A petrol pump is supplied witli pet;ol once a day. /fits 

daily volume 'X 'oj sales in ihousands 0/ Ii/res is distributed by 
/(x)=5(f-xt, O~x~,I, 

what must be the capacity..o/ its tank. in order: that the probability that its supply 
will be exhausted in a given day shall be c)-OJ? (Madras Univ. B.E., 1986) 

Solution. Let the capacity of the tank ( in '000 of litres).be 'a' such that 

P(X?. a)= 0·01 ~ J1 i(x)dx= 0·01 a 

~ II 5'(, l-x)4 dx= 0.01 or r 5 (l-x )511 ~ 0·01 
a ~ . (- 5) 1 

~ (l-a)~=1/100 or l-a'=(1Il00)115 
1/5' .' 

.. d= 1 - .( 1/1(0) = 1 - 0:3981 = 0·ro19 
Hence the capacity of the tank = 0·60 19 x 1000 litres = 60 1·9 litres. 
Example 5·19; Prove,that mean deviaiion is least when measured/rom the 

median. . [Delhi ·Univ. B.sc. (Maths. Hons.)~ 1989] 
:Solution. If / ( x) is the: probability function of a random variable X, 

a ~ X ~ b, -the,n mean deviation'M (A ), ~y, about the point x = A is given 
by '-

. Ib M ( A ) = I x - A I / (x) dx a 
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JA ' Jb = a Ix-Alf(x)dx+ A Ix-Alf(x)dx 

JA fb' = a (A-x)f(x)dx+ A(x-A)f(x)ax .. , (1) 

We; want to find the value of 'A' so that M (- A -) is minimum: From the 
principle of maximum and minimum rn differential calculus, M (A) will be 
minimum for variations inA if 

aM(A) 0 d a2M(A) 0 
aA = an aA2 > ... (2) 

Differentiating (I) w.r.t 'A' under the integrarsign, since the runctions 
(A - x) f ( x) and ( x - A ) f ( x) vanish atthe pOint x = . A *, we get 

a~~,A) JA f(x)dx-,J b f(x)dx ... (3) 
aA a A 

Also a ~ ~ A ) = J: f ( x ) dx ~ [ .1- - J: f ( x ) dx '] , 

[.: J: f(x)dx= I] 
= 2 JA f(x)dx- }.= 2F(A) . .,.. I; a . 

where F(.) is the distribution fURction Qf X. Differentia'ii~ a~iliQ w.r.t.A, we,get t 

a~2 M(A)= ~f(A) ... (4) 

Now a ~ ~A ) 0, on using (3) gives ~ 

J: f(x)dx=' J1 f(x)dx 

i.e., A is the median value. 
Also rrom (4), we see that 

~~ ~ (~) > 0, 
aA 

L 

assuming thatf( x) does not vanish at the median val~e. Th~s mea~ deviation is 
least when taken from median. , 

* If f ( x • a) is a continuous function of both variables x and a, possessing 

Continuous partial derivatives a :2£9' a;2 f x and a and b are differentiable 

functions of a, then 

ada [J;'f(x,a)dx ]= J: ~ dx +f(b,a) :-f(a,a):: 
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EXERCISE'S (d) 

1. (a) Explain the terms (i) probability differential, (U) probability'density 
function, and (iii) distribution function. 

(b) Explain what is meant by a ra~do~ ~ariable. Distinguish between a 
djscrete and a COQtinllOUS random variaole .. Define distribution function of a 
Plndom .variable and show that it is ·monotonic non-dccrcasing everywbere and 
continuous on the rigbt at every point. 

[Madras Uniy. B.Sc. (Stat Main), 1987) 
(c) Show that the distribution function F (x) of a random variable X is a 

~on:.decreasing fUllction of x. Determine the jump of F (x) at a point Xo of its 
discontinuity in terms of the probability that the r~dom variable has the ~alue Xo .. 

'[Calcutta Univ. B.Sc. (Hons.), 1984) 
2. The length (in hours) X of a certain type of light bulb may be supposed to 

be a continuous random · .. ariable with probability density function: 

f(x)= °3 ,15.00< x< 2500' 
x 

= 0, elsewhere. 
Determine the constant a, the distribution function of X, and compute the 
probability of the event 1,700 ~ X ~ 1-.900. 

Ans. a = 70,31,250: F (x) = 1 (22,5~,oOO - :2) and 

P( 1,700 <X < 1,900)= F(I,900)- F(I,700)= 1(28,~,OOO- 36,1~,()()()) 

3. Define the "distribution futlction" (or cumulative distrtbution function) of 
a random variable and state its essential pro~rties. 

Show that, whatever the distribution function F (x) of a random variable 
X , P [ a ~ F (x) ~ b] = b - a, 0 ~ a, b ~ 1. 

4. (a) The distribution function of a random variable X is given by 

F ( x ) = { 1 - ( 1 + x) e - oX , for x ~ 0 
0, for x< 0 

Find'the corresponding density function of random variabJeX. 
ib) Consider the distribution for X defined by 

10, for x< 0 
F(x)= 11 -x 1" >0 - 4" e lor x_ 

Deoonnine P ( x = 0) and P ( x > 0). 
(Allahabad Univ. B.Sc., 1992] 
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5. (a) Let X be a continuous mndom variable with probability density 
fllnctioll given by 

l
ax, 0 ~ x.~ 1 

f( ) a) 1 ~ x ~ 2 
x = _ axt 3(l,~)~ x~ 3 

0, elsewhere 
(i) Detennine the constant a. 

(ii) Det.cnnine F ( x ), and sketch its ,graph. 
(iii) If three independent observations are made, what is the probability that 

exactly one of these three numbers is larger than 1·5 ? 
[Rajasthal1 Univ. M.Sc., J987\ 

Ans. (i) 1/2, (iii) 3/8. 

(b) For the density fx (x) = k e- ax ( 1 - e· ax) 10._ (x), find the nonnalising 
constant k , fx (x) and evaluate P ( X > 1). 

[Delhi Univ. B.Sc. (Maths Hans.), 1989] 
Ans. k= ~.;,F(x)= 1_2e-ax+e-2ai~P(X>1)= 2e- a_e- 2a 

6. A random variable X has the density function: 

f( x)= K._I_ if -oo<;:x<oo 
.. 1+x2! 

= 0, otherwise 
Det.cnnine K and the distribution function. 
Evaluate the probability P ( X 2: 0). Find also the mean and variance of X . 

[Karnatak Univ. B..Sc. 1985] 

Ans. K = 1 , F (x) = -i { tan- 1 x + ~.}, P (x 2: 0) = 1/2" Mean = 0, 

Variapce does IJot exist. ... 
7. A- continuous random variable X has the distribution function 

[ 
0, if x ~ 1 

F ( x ) = k ( x-I )4, if 1 < x ~ 3 
1 , if x> 3 

Find (i) k, Oi) the probability density functionf ( x ) , and (iii) the mean and 
the median of X. 

Ans. (i)k= 1~' (ii)f(x)= -1- (x-:' 1')', 1 s: xS: 3 

8 G· f() - {k x ( 1- x), for 0 < x < 1 
• lVen x.-:- 0 • elsewhere 

Show that 
(i) k = 1/5, (ii) F (x) = 0 for x ~ 0 and F ex) = 1 - e- ZlS , for x> 0 
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Using F ( x ) , show that 
(iii) P(3 < X < 5) = 0-1809, (iv) P( X < 4) = 0-5507, (v) P( X > 6) = 0·3012 
9. A bombing plane carrying three bombs flies directly above a railroad lIack_ 

If a bomb falls within 40 feet of track, the track will be sufficiently damaged to 
disrupHhe traffic.Within a certain bomb site the points of impact of a bomb have 
the-probability-density function: 

f(x)= (100+ x)/IO,OOO, when -100:s; x:s; 0 
= ( 100 - x) 110,000, when O:s; x:S; 100 
= 0, elsewhere 

where x represents the vertical deviation (in feet) from the aiming point, \Yhich is 
the traCk in this case_ 'find the distribution function_ If all the bombs are used, what 
is the probabjlity that track will be damaged ? 

Hint. ProbabiJity that track will be damaged by the bomb is given by 

~ (I. X I < 40) = P (- 40 < X < 40) 

= J~ 40 f(x) dx+ J~O f(x) dx 

Jo lOO+x r40 lOO-x 16 
=, -40 10,000 dx+ JO 10,000 dx= 25 

. . Probabi\ity that a bomb will not damage the track = I - ~~ = ~ 
Probability that no"e of the three bombs damages the track 

== (. i; J = 0-046656 

Required'probability that the track will be damaged = I - 0-046656 = 0-953344_ 

10. The length of time (in minutes) that a certain lady speaks on the telephone 
is found to be random phenomenon,'with a probability' function specified by the 
probability denSl~y functionf( x), as 

f.(x)=Ae-X/5, forx~O 

= 0, otherwise 

(a) Find the value of A that makes f (x) a p.d.f. 
Ans. A = 1/5 
(b) What is the probability that t~e number of minutes that she will talk over 

the phone is 
(i) More than 10 minutes, (ii) less tHan 5 minutes, and (iii) between.5 and 10 

minutes? [Shlvaji Uitiv. BSC., 1990J 

A ( -J 1 (--J e - I (---J e - I os. ' 2 , U --, III -2-' 
e e e 
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11. The probability that a person will die in the time interyal (tl , tl) is given 
by 

A JIl f(t)dt; 
tl 

where A is a constant and the functionf ( t ) detennined from long records, is 

f(t) = { t l ( lOO-t)l, o~ t~ 100 
0, elsewhere 

Find the probability that a person will die between the ages 60 and 70 assuming 
that his age is ~ 50. [Calcutta Univ. B.A. (Hons.), 1987] 

5·5. Joint Probability Law. Two random.variables X and Y are said to 
be jointly distributed if they are defined on the same probability space. The 
sample points consist of 2-tuples. If the joint probability function is denoted by 
Px r ( X , y) then the probability of a certain event E is given by 

Pxr(x,y)= P[(X,Y)E E] ... (5·13) 

(X, Y) is said to belong to E, if 10 the 2 dimensional space the 2-tuples lie in the 
Borel set B, representing the event E. . 

5·5·1. Joint Probability, Mass Function and Margina~ and Condi­
tional Probability Functions. Let X and Y be random variables on a sample 
space S with respective image sets X(S)= {XI ,Xl, ... ,X.} and 
Y (5) = {YI , Yl, ". , y .. }. We make the product set 

X(S)xY(S)= {XI ,Xl, ... ,X.}X{yt-,.Yl, .... ,y .. } 

into a probability space by defining the probability of the ordered pair ( Xi, Y j) 

to be P (X = Xj. Y = Yj)' which we write P (x i , Y j) . The function P on 
X (S) x Y (S) defined by 

pjj= P(X= Xj ("'\ Y= Y})= p(x'F"',Yj) ... (5·14) 
is called the joint probability function of X and Y and is usually represented in the 
fonn of the following table: 

~ YI Yl Y3 ... Yj . .. y .. Total 

XI Pll Pil P13 ... PI} ... PI .. PI. 
Xl Pli Pu PZ3 ... P1i . .. p,.,. Pl. 
X3 P31 P31 P,3 ... P,i ... p"" P3. 

Xi Pjl Pil P,) ... pjj ... PiM .pi. 

x. P.I p.z P1f3 ... 'PII)' -, • .o" • P- p •. 

Total P:I P.l P.3 ... p.j ... p ... I 
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n m 

;= 1 j= 1 

Suppose the joinldistribution ofLwo random variables X and Y is given~·then 
the probability distribution of X is determined as follows: 

px (x;) = P(X=x;}= P[X=Xi liY=y!l+PTX=Xi liY=Yzl+ ... 
+ P [X = Xi Ii Y = Yi ]+ ... + P [X = Xi Ii . Ym ] 

= Pll + PiZ + ... + Pi} + ... + Pim , 
m m 

= 1: Pij = 1: P ( Xi, Yj) = Pi. .. (5·14a) 
j=1 j=1 

and is knowll as marginal probability function of x. 
n n m 

Also 1: pi.= PJ.+ pz.+ ... + P4.= 1: 1: pij= 1 
;=1 ;=1 j=1 

Similatly, we can prove that 
n n 

pr(Yj)= P,(Y= Yj);:: 1: Pij= 1: P(Xi, jj)= Pi ... (5·14 b) 
;= 1 ;= 1 

whi~h is the marginal probability function of Y. 
Also 

P [X = xd Y = Yil == P [X = ~! ~ Y = Yj] = P (Xi, Yj ) - Plj 
P [ Y - Yj] P ( Yj ) p.j 

This is known as conditional probability function of X given Y = Y j 
Similarly 

P [ Y - ·1 X - . I - P ( Xi., Yj ) - Pi j -YI -XI - --
P (X;) Pi. 

is the conditional probability function of Y given X = Xi 
n 

Also 1: fu= Pl,+ pz,+' ... + Pij+ 
.j= 1 p.j PI 

Similarly 
n 
1: l!!1 = 

j=1 Pi. 

... + P4 1 = l!.:i = 
p.j 

Two random variables X and Y are said to be independent if 

P ( X = Xi, Y = Yi) = P ( X = X;) . P ( Y = Yj), 

otherwise they are said to be dependent. 

... (5·14 c) 

... (5·14 d) 

S·S·2. Joint Probability Distribution Function. Let (X , Y.> be a two­
dimensional random variable then 'their joint distribution function i~' denoted by 
F x y ( X ,y) and it represenlS the probability lhat simullaneously the observation 
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(X, Y) will have the property (X S x and .Y S y), i.e .• 

~y~~=P~~<XS~-~<YS~ 

Jx JY = [ Ixy (x, Y) dx dy 
-00 -00 

5-43 

... (5·15) 

(For continuous variables) 

lIhere Ixy (x, y) ~ 0 

And J~~ J~~ Ixy (x, y) dx dy = I or ~ 71 (x, y) = I 
Properties of Joint Distribution Functio~ 

1. (i) For the real numbers a., bl> a2 and b2 

P (a. < X S bl> a2 < Y S b2) = Fxy (bl> b2) +- Fxy (a., a2) 

- Fxy (q., b2J - Fxy (b .. a2) 

[For proof, See Example 5·29] 

(ii) Let a. < a2, b l < b2. We have 

(X Sa., Y S a2) + (a. <,X S b .. Y S a2) = (X.S b .. Y S a2) 

anlJ the events on the L.H.S. are mutually exclusive. Taking probabilities on 
both-sIdes, we get: 

F(a .. a2)+P(a. <X Sb., YSa2)=F(b .. a2) 

F(bl>a2)-F(a .. a2)=P(a. <XSb., YSa2) 

F (bl> a2) ~ F(a., a2) [Since P (a. < X ~ b .. Y S a2) ~ 0] 

Similarly it follows that 

F (a .. b2) - F'(a., a2)'= P (X Sa., a2 < Y S b2) ~ 0 

:) F (a., b2) ~ F (a .. a2), 

which shows that F (x, y) is monoto~ic non-~ecreasing function. 
2. F(-~,y)=O=F(x,-~),F(+~,+~)=l 

3. If the density function j{i, y) is continuous at (x, y) then 
()2 F 
dx dy =/(x,y) 

5·5,3. Marginal Distribution Functions. From the knowledge of joint 
distribution function F Xy (x, y), it is possible to obtain the individual 
distr.ibution functions, F x (x) and F y (y) which are termed as marginal 
distribution function of X and Y respectively with respect to the joint 
distribution function F Xy (x. y). 

Fx(x)=P(XSx)=P(XSx, Y<~)= lim FXY(x.y). 

= Fxy(x,~) 
Similarly, Fy(y)=P(YSy) = P(X<~, YSy) 

= lim Fxy(x,y)=Fxy (~,y) 

...(5·16) 
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Fx'(x) is termed as the marginal distribution function of X corresponding to 
the joint distribution function Fx'y (x, y) and similarly F y (y) IS called marginal 
distribution function of the random variable Y corresponding to the joint distribu­
tion function Fxr(x ,y). 

In the case of jointly di!crete random variables, the marginal distribution 
functions are given as 

Fx(x)= L P(X~x,Y=y), 
y 

Fy(y)= L P(X=x,Y~y) 
x 

Similarly in the case of jointly continuous random variable, the marginal 
distribution functions are given as I 

Fx(x)= j~oo {f:'oo/xr(x,Y)dY} dx 

Fy (y) = f! 00 { f:'oo Ixy (x ,.Y) dx} dy 

5~5·4 Joint Density Function, Marginal Density Functions. From the 
joint distribution function FIX Y ( X , Y ) of tWo dimensional continuous random 
variable we get the joint probabilty density function by differentiation as follows: 

Ixy(x ,y) = a" F (x ,Y)laxa y 

_ I' P(x~ X~ x+ox,y$ Y~ )'+oy) 
- Im6x· .. O. 6,....0 .. Ox oy 

Or it may be expres~ed in the following way.also : 
"The probability that the point ( x ,y) will lie in the infinitesimal rectangular 

region, of area dx dy is given by' 
{ III' I}' P x-2dx$X~X+2dx,y-2dy~Y~y+2dy =dFxY(x,y) 

and is denoted by Ix y (x .,.Y) dx dy, where the function/xy (x ,Y) is called the joint 
probability density function of X and Y. 

The marginal probability function of Y and X are given respectively 

Iy (y) = .L~ Ix y (x , y) dx (for continuous variables) 

= 2: pxr(x ,y) (for discrete variables) 
x 

... (5·17) 

apd Ix (x) = Loo 00 Ix y(x ,y) dy (for continuous variables) 
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= L Pxr(x,y) 
y 

(for discrete variables) 

(5· 17a) 

The marginal density functions of X and Y can be obtained in the following 
manner also. 

dFx (x) foo 
/x(x) = ~= -00 /xr(x ,y) 4y 

and /Y (y) = dFdY (y) = f:x' /xr(x, y) dx y -00 1 ... (5·17 b) 

Important Remark. If we know the joint p.dJ. (p.mJ.) /x Y (x ,y) of two 
random variables X and Y, we can obtain the individual distributions of X and Y 
in the form of their marginal p.dJ.'s (p.m.rs)/x (x) and/y (y) by using (5·17) and 
(5·17a). However, the converse 'is not true i.e.,from the marginal distributions 0/ 
two jointly distribUJed random variables, we cannot determine the joint distribu­
tions o/(hese t.",o random var.iables. 

To verify this, it will suffice to show that two different joint p.mJ's (p.d.f.'s) 
have the same marginal distribuuon for X and the same marginal distI:ibution for 
Y . We give beiow two joint discrete probability distribUtions which 'have the 

. .' l' r 
sam~ marginal distributions. 

JOINT DISTRISPTIONS HAVING SA~1E }1~~jlNALS 
Probability Distribution I Probability Distribution II 

~ 0 1 /y(y) 

.' ~ 0 1 /y(y) 
I -

0 0:28 0·37 0·65 0 0·3~ 0·30 0·65 

1 0·22 0·13 0·3~ ·1 0·15 0·20 0·35 

. 
/x (x) 0·50 0·50 1·00 /x(~) 0·50 0·50 1·00 

As an illustrinion for continuous random variables, let (X , y) be «ontinuous 
r.v.,with joint p.dJ. 

/xr(x,y)=x+y; O::;(x,y)::;1 ... (5·17 c) 

The marginal p.d.f. ':S of X and Y are given by : 

·n nil 11 /x(x)= Jo/(x,y)dY=JO (x.+y)dY= xy+f 0 
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Similarly 

fx(~h::x+1 

fy (y) =. Jb f (x , y) dx = y + 1 : 1 ... (5·17 d) 

Consiger another continuous joi,nt p;d.f. 

g(x',y)= (x+n(Y+1); 0-$ (x,y)$ 1 ... (5·17e) 

Thpn marginal p.d.f.'s of X and Yare. given 'by: 

81 (x) = J~ g (x , y.) dy = r x + 1 ~ Jb (y + ~ ) dy 

I 2' 1 11 ~ (x+' n ~+"2 y 0 

~ gl (x) = X + ~ 0 $ x $ 1 1 
Similarly g2 (y) = Y + 1 0 $ Y $ 1 I ... (S·~7f) 

(5·17 cO amJ (5·17 f) imply that the two joint p.d.f.'s in (5·17 c}and (5·17 e) 
have the same marginal ,p.d.f. 's (5: 17 d) or (5: 17 f)., 

Another iUustrati,on of continuous r.y.'s, is given in Remark to .Bivariate 
Normal Distribution, § 10·10·2. 

5·5·5. The Conditional Distribution l<~unction a~d Conditinal Prob­
ability Density Function. For two diamensi<;mal random variable (X , Y) , the 
joint distribution function Fx r(x ,y) I for any real numbers x and y is given by 

FxY(x,y)= P(X$x,Y$y) 

Now let A be the event (Yo $ y) such that the event A is said to occur when Y 
assumes values up tQ and in~lusi~e of y. 

l:Jsing conditional probabililics we may now write 

Jx . 
FxY(x,y)= P[A,IX=x] dFx(x) 

.. -00 , 
'" (5·18) 

The conditional distribution function Fnx (y I x) denotes the distributiOn 
function of Y when·X has already assumed the particular value k Hence' 

Fylx (ylx)= P[Y$yIX=x)= PIAIX=x, 

Using this expression, t~e joint di~tribution func.tion Fx r(x,; y) may ·be 
expressed in terms of th~ condition,a1 distribution function as foIlo\Ys,:. 

FxY(x,y)= rx Fylx(ylx) dFx(x) ... (5·18a) 
-00 

Similarly 

FxY(.A.,y)= J!oo F~,y'(xIY) dFy(y) ... (5·18b) 
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The conditional probability density/unction of Y given X for two random 

variables X and Y which arc jointly continuously distributed is defined as follows, 
for two real numbcr~ x and y : 

/nx (ylx)= i)i)y FylxCylx) ... (5·19) 

Remarks: 1. /x (x) > 0, then 

Ji ( I ) - /xr(x ,y) 
rlX Y x - /x(x) 

Proof. We have 

FxY(x,y)= JX Fnx(Ylx~ dFx(x) 
-00 

= J.:oo FnX(ylx) /x(x)dx 

Differentiating w.r.t. x, we get 

d a; Fxr(x,y)= FnX(ylx)/x(x) 

Differentiating w.r.t. y, we ,ge\ 

ddy [iJdx Fxy(x ,y)]= /nx (y Ix) /x (x) 

/XY(x, y) = fnx (y I'x) /x(x) 

Ji ( I ) - Ix y(x , y) 
nx .y x - /x(x) 

'2. If /r (y) > 0, then 

ji ( I ) - Ix y(x , y) 
Xlr x y - fr(y) 

3. In tenns of the differentials, we have 
, ; 

P (x<X ~x+dx I y< Y~y+dy) 
_ P(x<X~x+dx, y<Y~y+dy) 
- P(y<Y~y+dy) 

_ Ix y(x ,y) dx dy _ ji ( I ) itx 
- /r(y) dy - Xlr x Y 

Whence/XI r (x I y) may be interpreted as t,he conditional density function of 
X on the assumption Y = Y • 

5·5·6. Stochastic Independence. Let us consider two mndoin variables X 
and Y (of discrete or continuous type) with joint p.dJ.lxY(x ,y) and marginal 
p.dJ.'s/x (x) andgr (y) respectively. Then by the compound probability theOrem 

/xr (x ,'y)";' Ix (x) gy (y I x) 
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where gr (y I x) is the conditional p.d.f. of Y for given value of X = x. 
If we assume that g (y I x) does not depend. on x, then by the definiiion of 

marginal p.d.fo's, we get for continuous r.vo's 

g (y ) = J 00 f (x, y) dx 
- 00 

= Joo fx(x)g(ylx) dx 
- 00 

= g(ylx) J.:"oo k(x) dx 

[since g ( y I x) does not depend on· x· l 

= g(Ylx) [.: f(.) is p.d.f. of X I 
Hence 

g(y)= g(Ylx) 
and fxy{x ,y)= fx(x) gy{y) ... (*) 
provided g ( y I x) does not depend on x. This motivates the following definition 
of independent random variables. 

Independent Random variables. Two r.v.'s X and Y with joint p.d! 
fx y( x , y) and marginal p.d!.' s fx (x) and gy(y) respectively are said to be 
stochastically independent if and only if 

fx. r ( X , Y ) = fx (x) gr (y) ... (5·20) 

Remarks. 1. In tenns of the distribution function, we have the following 
definition: 

Two jointly distributed random variables X and Yare stocliastically inde­
pendent if and only if their joint distribution/unction Fx.r ( . , . ) is the product of 
their marginal distribution func,.tions.F x (.) and Gy{.) , i.e., if for real ( x , y ) 

Fx.r(x,y)= Fx(x), Gr(y) ... (5·20a) 

2. The variables which are not stochastically .independent are said to be 
stochastically dependent. 

Theorem 5·8. Two random variables X and Y with joint p.d! f( x, y ) are 
stochastically independent if afl.{i only if .Ix. /(x ,)I) can ~ be f.xpressed as the 
product of a non-nega~ive function of x alone and a non-negative function of y 
a/one, i·if·, if 

fx. r (x, y) = hx (x) kr (y) ... (5·21) 

where h (.) ~ 0 and k (.) ~ O. 
Proof. If X and Yare independent then by defiIlttiQn, we .have 

fx. r. (x , y) = fx (x) . gy (y) 
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wheref(x) and g (y) are margjnal p.d.f. of X and Y respectively. Thus condition 
(5·21) is satisfied. . 

Conversely if (5·21) holds, then we ha:ve to prove that X and Y are lnde~ 
pendent. For continuous random variables X and Y, the marginal p.d.f. 's ,CUY'given' 
by 

fx (x) == Loooo f(x, y) dy == J:'oo h (x) k (y) iy 

== h (x) J 00 k (y) dy = CI h (x), say 
-00 

and ·gr(y)== J~oo f(x,y) dx= J:'oo h(x) k(y) tb 

== k (y) J 00 h (x) dx ~ Cz k ;). say 
- 00 

where Cl and Cz are constants indepen(ienlof x and y. Moreover 

J~oo J~oo f(x. y) dx dy= 1 

::) J.:"'oo J.:"'oo h(x) k(y) dx dy= 1 

::) (J~oo h (x) dx J(J:oo k (y) dy J= ;. 
Cz C\ = 1 

Finally. we get 
fx. r (x • y) = h~ (x) kr (y) = CI Cz hx (x) ky (y) 

= (C'I hx (x» (cz ky (y» 

... (.) 

.... ( .. ) 

'" ( ... ) 
[using ( ••• )] 

= fx (:!) gr (y) [from (.)an<l(")] 

::) X and Yare stoct[astically independent. 

Theorem 5·9. If the random variables X and Yare stochastically inde­
pendent, thenfor all possible selections of the corresponamg pairs of real nUlJlbers 
(a), b\) • (az. bz) where aj ~ bi for all i = 1, 2 and where the values ± 00 are 
all~wed, the events (a\ <X ~ bl) and (elz < Y S b2) are independent, i.e., 

P [(al <X S bl) f"\ (az< Y~bz)] = P (al <XSbl)P (02< YS bz) 

Proof. Since X and Y are stochastically independent. we have in the uS~1 . 
notations 

fx. r (x • y) = fx (x) gy (y) 

In case of continuous r.v. 's , we have 

P[(a\<XSbdf"\(az<Y~bz)]= Jbl Jbz f(x,y) dx dy 
a\ az 

.. J*) 
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= (J~I fx (x) dx J( f~2 g, (y). dy ) [from (*») 

= P ( al < X 5; bd P ( a2 <; Y ~ Q2) 

as desired. 
Remark. In case of discrete r.v.'s th~orems 5·8 and 5·9 can be proved on 

replacing integration by summation over the given range of the variables. 
Example 5.:-0. For the following bivariate probability distribution of X and 

Y, fina 
(i) P (X 5; 1 , Y = 2"), (ii) P (X 5; 1 '), (iii) P ( Y = 3 ), (iii) P ( Y 5; 3) and 

(v)P(X<3,Y5;4) 

~ 1 '2 3 
:. 

4 5 6 

0 0 0 
1 2 2 3 

32 32 32 32 

1 
1 1 1 1 1 1 

16 16 8 8 8 8 

2 1 1 1 1 
0 

2 -32 32 64 64 64 

Solution. The marginal distributi9ns are given below: 

-~' 1 2 3 4 5 6 px(x) 

0 

1 

2 

py(y) 

(i) 

(it) 

(iii) 

(iv) 

Q 0 
1 2 2 3 8 - - -

32 32 32 32 32 
1 1 1 1 1 1 10 
16 16 8 8 8 8 16 

.J.. 1 1 1 
0 

2 8 - - -
32 32 64 64 64 64 
3 3 11 13 6 16 l:p(x)= 1 

32 32 64 64 32 64 _ l:p(y)= 1 

P(X5; I, Y= 2)= P(X= 0, Y= 2)+ P(X= I, Y= 2) 
I I = 0+ -=-
16 16 

P(X5; 1)=. P(X= 0)+ P(X= I) ~"\. 
8 10 7 '\ = - + - = - ( From a ve table) 
32 16' 8 
11 

P ( Y = 3) = 64 ( From above table) 

P(YS 3)= PO'= 1)+ P(Y= 2.)+ P(Y= 3) 
3 3 11 23 =-+-+-=-32 32 64 64 
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(v) P (X < 3. y ~ 4) = P (X = O. y ~ 4) + P (X-= 1 • Y ~ 4 ) 
+P(X=2.Y~4) 
-' . 

( 1 2J (1 1 1 I'J =. 32 + 32 + 16 + -16 + "8 + "8 

( 1- 1 1 1 J' 9 
+ 32 + 32 + 64 + 64 = 16 

Example 5"21. The joinJ probability distribution 0/ two random variables X 
and Y is given by : ' _ 

2 .~= 1.2 • ...• n 
• y= 1.2 • ...• x 

Examine whether X and Yare independent. (Calicut Univ. B.sc., 1991) 
Solution. The joint probability distribution table along wilh the marginal 

distributions of X and Y is given below. 

~ 1 2 3 ......... n pr(y) 

1 
2 2 2 2 2n ......... ---

n (n+ 1) n(n+) n (n+ 1) n(1tt 1) n (rt+ 1) 

2 
2 2 2 2{n-Q 

- n (Itt 1) n (Itt 1) 
......... 

n (Itt 1) n( Itt 1) 

3 
2 .2 2{n-2F 

- - n(n+ n ......... 
n (n+ 1) '!(Itt 1) 

n-l 
2 2 2x 2 ---

'n(n+ Ij - - - n (n+ 1) n (n+ 1) 
2 2 

n - - - - n (n+ 1) n (n+ 1) 

px(x) 
2 2x 2 2x 3 2x n 

n(n+l) n(n+l) n(n+l) 
......... 

n (n+ 1) 

Note that Y = I. 2 •...• x. 
When x=l. 0/=1; whenx= 2. y= 1.2;when~= 3.y= 1.2,3 and 

soon. • 
From the above table, we see lhat 

Pxr.(x,y)~ /1X(x)pr(y) v x .. y 

X and Y are not independenL 
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Example 5,22. Given the following bivariate probability ,distribu­
tion, o,btain (i) marginal distributions of X and Y, (ii) the conditional 
distribution of X given Y = 2, 

~ -1 0 1 

0 VIs ?t1s I,IIS . 
l' ¥Is ?,1s I,IIS 

2 ?,1s Vts 7(IS 

/ 

( M>:sore ,Univ. B~c., Oct. 1987 : 
Solution. 

-~ 
-1 0 I £ p(x,y) 

x 

0 Vis ?,1s VIs ~S 

I 3IIs ¥It; VIs lns . 
2 7,lis Vis ?,1s siis 

! t p(x,y) lns siis 4'ls 1 
y , 

:r~t M.argi:4a1 distribution of X. From'the above table, we get 

P~~X'S;"I)="I~= ~; P(X= 0)= 155= t; P(X= 1)= ~ 
Marg~a.i:distribution ofY : 
", 4 6 2 5,1 

.p (-'Y·: .. O ) = - . P ( Y = I) = - = - ; P ( Y = 2) =-- = -
15 ' 15 5 15 3 

(ii)Cond~tional distribution of X given Y = 2. We have 
;P(X= x ('\ Y= 2)= P(Y= 2),P(X= xl Y= 2) 

Ji>(x= xl Y= 2)= P(X= x ('\ Y~ 2) 
'P(Y.:=2\ 

," 'f .11 

:. P',(;X=:./'-II Y= 2)"~" P(X;i~;l:::('\2~= 2)=,2{); = ~ 
Example''' 23~, X and 1'iUtf·tt1!p,Jan4f:,m!rariob/e,s having t¥ joint density 

funct~QIJ. f ~,.tr:Y"'F- ~7 ( :h + J.)', -w"t~~;~ #n'd.rIJ,tA.wt'~I~ only the integer 

values O. J 4!U! ~ ~NJ the conditional disiri~ullo.n: oAf !1",~ ~ x.' .:. . . 
I [South Gujatat Univ. B~c., 1988] 
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Solution. The joint probability function 

I 
/(x'Y)=27'('2t+y); x=O,I,2; y=O,I,2 

gives the following table of joint probability distribution of X and Y. 

JOlNT PROBABILITY DISTRIBUTION/( x, y) OF K AND Y , 

~ 0 'I 2 /x (x) 

0 0 1127 2/27 3/27. 
1 2/27 3/27 4/27 9/27 
2 4/27 5/27 6/27 15/27 

1 
For example/ ( 0, 0) = 27 ( 0 + 2 x· 0 ) = 0 

- 1 2 1 ~ 
-.(,il,O)= 27(0+ 2x ~)= 27; /(2,0)= 27(0+ 2x 2)='27 

and so on. ' 
The marginal probability distribution of X is given by 
. /x (x) = t /( x, y) , 

y 

and is tabulated in last column of above table. 
The conditional:,!distribution of Y for X = x is given by 

/m (Y = Y I X = x) = /( x, y) 
/x (x) 

and is obtained in the following tab,le., 

CONDITIONAL DISTRIBUTION OF Y FOR X = x 

~ 0 1 2 

I 

0 0 1/3 2/3 

I 1 2/9 3/9 4/9 

2 4/15 5/15 6/15 

553, 

Example 5·24. Two discrete random'vanaples X and Y Mve the jOint 
probability density/unction: 

A.x e-a. t (1- p )"'-~ 
p ( x ,y ) = '( _ )' ,y = 0, 1,2, .... x ; x = 0, I, 2. ... y . x y . 
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where A. p are constants with A->' 0 and 0 < p < 1. 
Find (i) The marginal probability density functions of X and Y. 
(ii) The conditional distribution of Y for a given X and of X for a given Y. 

(Poona Univ. B.Sc., 1986 ; Nagpur Univ. MSc., 1989) 
Solution. (i) 

x 
A"e-).t( 1- p)"-1 

px(x)= L p(x .• y)= L y !(x- y) ! 
y= 0 y= 0 

= A"e-). ~. x !p"( I-p)"-1 = A"e-). ~ "C....,( 1-.. )"-1 
x! k" y!(x-y)! x! k" 1P P 

J=O J=O 
A" e-). 

;:: -,-. X= 0.1.2 •... x. 
which is the probability function of a Poisson distribution with parameter A . 

GO GO 

A"e-).rI( 1- p),,-1 
py(y)= L p(x.y)= L y ~(x- y)! > 

Jt= 0 Jt= Y 

= (Ap)' e-).; [A ( r-.p~ ],,-1 ::: (Apt e-). l(l-p) 

y! k" (x-y)! y! 
x=y 

_ e-).P ( Apt. _ 
- , • y - O. 1.2 •... j 

y • 
which is the probability ftinction of a Poisson distribution with parameter A p . 

(U) The conditional distribution of Y for given. X is 
( I ) - Pxr (x. y) _ A" e-). p' ( 1- P Y-1 X ! 

Prix y x - px(x) - y! (x- y) ! A"e- 1 

= , ( X ~ )' II ( 1-p r ' = "c, p' (.l ~ P )"-1 • X> Y 
y. X Y . 

The conditional probability distribution of X for given Y is 

( I' -)':=-pxr (x. i) 
PXI r x y - Pr ( Y ) 

A" e-1. II (1-p ),,-1 Y ! 
;: y! (x - y)! . e- 1p (A P )' 

[c/. Part (i) ] 

._ e-1. Q (Aq),,-1. _ 
- (x-y) I • q-l-p. x>y 

Example S·2S. The joint p.d/. of two random variables X aniJ ,Y is 
given by : 

. _. 9 ( 1 + x + y) • (0$ x < 00)' 
f (x • y ) - 2 ( 1 + x) 4 ( 1 +' y)4' 0 < Y < 00 
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Find the marginal distributions of X and Y, and the conditional distribution of Y 
for X =x. 

Solution. Marginal p.d.f. of X is given by 

fX(x) = fooo f( x,y l d~ 

= 9 100 (1 + y) + x d 
2 ( 1 +' X)4 0 (1 + y)4 Y 

= 9 4' 1000 [(1-+ y r 3 + X (1 + y r 4 ] dy 
2(I+x) 

9 [I -:-1 100 I -1 100
] = 2 ( 1 + X)4 2 (1 + y)1 0 + x 3 (1 + y)3 0 

= 2 ( 19+ x )4 . [ ! + 1 ] 
3 3 + 2x 

= - . . O<x<oo 
4 (l:t-xt' 

Since f('x ,y) is symmetric inx andy, themarginalp.d.f. ofY i~ given by . . 

fr(y)= Jooo f(x ,Y) dx 

3 3 +2y 
='4' (l+yt; O<y~oo 

The conditional distribution of Y for X = x is given by 

fxr( Y = y I X = x ) = fxr ( x ,y ) 
fX(x) 

_ 9(1 +x+y) 
- 2(I+x)~ (Ity)4 

4(1+xt 
3(3+2x) 

6(I+x+y) = - - . O<y<oo 
( 1 + y)4 -(3 + 2X) , 

Example 5·26. The joint probability density function of a two-dimen­
sional random variable (X,Y) is given by 

f(x,y)=2; O<x< I,O<y<x 

= 0, elsewhere 

(i) find the marginal density fwactions of X and Y, 
(ii) find the conditional density function of Y given X;,. x and conditwnal 

density function of X given Y = y, and 
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(iii)fcheck/or indepe~ence o/X and y. , 
[M.S.Baroda,Univ. B.se., 1987; Karnataka Univ. B.se., Oet.1988) 

. Solution. Evidently / ( x , y ) ~ O' and 

I J~ J; 2dxdy= '2 J~ x dx= 1 

li) The marginal p.d.f: s of X and Y are given ~y 

/x(x)= J~/xr(x,y)dy= J; 2dy= 2x, O<x<l 

= fO, elsew~re 

/r(y)= JOG fxr(\x,~)dx= JI 2dr=.2(1- y), 
i • -00' ~ y , 

O<y<1 

=. 0, elsewhere 

(ii) The~conditional density function of Y given X is 
. k(x,y) 2 1 

/Ylx(ylx)= - - = -= - 0< x< 1 
/x(x) 2x x' 

The cOnditional density function of j( given Y is 
_k(x,y)_ 2 1 

ix'1r(xl y)- /r(y) - 2(1-y) (I-y)' O<y<-1 

(iii) Since/x(x)/r(y)= 2(2x}(1-y)~/xr(x,y), X and'Yarenot 
independenL 

Example 5·27. A gun is aimed at a certain point (prigi" 0/ the coordinate 
system). Because o/the random/actors, the actual hit point can be any point (X,Y) 

-in a circle of radius R about the origin. Assume tMt the joint density o/X and Y is 
constant in this circle given by : 

/n (x , y ) = k , for K + y'l So Rl 

= 0 , . otherwise 

(i) Compute k, (ii) show ,hat 

h (x) = :R {\-( i J r for- - R So x S. R 

= 0, otherwise 

[Calcutta Univ. B.Sc.(Sta( 8005.),1987] 
Solution. (i) The constant k is computed from the consideration that the total 

PfObability is ,1. i.to, ' 
GO GO 

J J f(x .,Y) dxdy= '1 
-00 -00 

~ J J -kdxdy= 1 
1 1"'R1 
%+,~ 
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=> 4 JJ fdxdy= 1 
I 

where region 1 is the first quadrant.of the circle 
Xl+ i= R2. 

(ii) 

4k Jt(J;R2~i1.dY)dx=1 

4k J~ ..JR2 - i- (b:.= 1 

4k I x ..JR2 - i + ~l sin-I (i ) I~ = 1 

4k . (~2 . ~ J= 1 => k= _1_ 
1tRl 

/xr(x,y)= l/(nR2) x2+i~ R2 

= 0, otherwise 
..JR1_i 

/x (x) = J~oo /( x, y) dy = 1t ~2 J 1 . dy 
-..JR2_ i 

5·57 

[ because i- + f ~ R2 => - ( R2 - i- f2 ~ Y ~ ( R2 - i- f2] 
..JR1_,i 

= ~ J l'dy= ~ (R2_i-tl 
nRl 0 1tR 

= n2R [ 1 - (i )2 'fl 
Example 5·28. Given: 

/(x,y)= e-(a+,) I(o .• )(x). I(o ... )(y) , 

find (i)P (X> 1), (il) P.(X < Y'I,X < 2·y), (iil) P (1 <X + Y < 2) 

[Delhi Unlv. BoSc. (Maths Hons.), 1987] 
Solution. We are given: 

/(x ,y)= e-(H,) 0 ~x<oo, 0 ~y <00 

= ( e-· )( e- 1 ) 

=/x(x).fr(y) ; O~x<oo, O~y<oo 

=> X and Y are independent and 

... (1) 

/x(x)= e-·; x~ 0 and /r(l)= e-' ; y~O ... (2) 
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00 00 

(i) P(x>l)=f fx(x)dx=f e-xdx 

(ii) 

X~y 

~ ____ -*X 

o . 

P(X< Y)= [[ [ f(x.y)dx ] dy 

= j[ e-' I~-;!~ ]dY= - fe-'( e-'-l )dy 
o 0 

= -I ~~ + e-1 I~ = 1 -1 == 1 
P(X< ~Y)= j[ tf(X.Y)dx]dY= -fe-'(e- 2'-l)dy 

000 

= _ \ C + e-' \00 = 1 _ .!. = 1 
. . . -3 0 3 3 

Subsutuung In (3). 

P ( X < Y I X < 2Y ) = 1/2 = 1 
213 4 

'" (3) 

(iii) P(1<X+Y<2)=fJ f(x.Y)dxtly=II f(x.y)dxdy 
. y I II 
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= l( r;(X,Y)dY]dx+ t( j-;(X,Y),dyjdx 
o l-x 1 0 

= l(e-. J-:-, dy jdx+ t(e- x J-;-, dy jdx 
o l-x 1 0 

1 2 

J e-' (.-1 I-\)dx J e- x ('-1 l)dx = =t,e -e + =t e - , 
o 1 

1 2 

= - ( e- 1_ e- I ~ J 1· dx - J ( e- 1_ e-')dx 

o 1 

= -(e- 2 -e- l ) \ X \1 - \ e-1·x + e-'\ i o . 
= 2/e - 3/e2 

Example S·~9_. (i) Let F (x .. y)_ be -the df. ()f X and Y. Show that 
P(a< X~ b, c< Y~ d)= F(b,d)- F(b,c)- F(a,d)+ F(a,c) 
where a .. b, c, d are real constants a < b ; c < d. 

Deduce that if: F (x, y ) = 1, for x -+ 2y ~ 1 
F ( x , y ) = 0, f~r x + 2y < 1, 

then F ( x , y) cannot be joint distribuJion function of variables X and Y. 
(ii) show that, with Usual notatio" : for all x, y, 

F x ( x ) + F r( Y ) - 1 ~ F rr ( x : y) ~ ..J'"=F-x (-x--:)--:F=-r--=-( -y -) 

• [Delhi Univ. B.Sc. (Maths Hons.), 1985 ] 
Solution. '(i) Let us define the events : 

A:{X~aJ ;B:(X~b};C= {Y:S;c}';O= (Y~d); 

fora<b;c<d. Y )") 
P(a< X~ b n c< Y~ d) d (a,d " ,<b,d 

= P [ (B - A) n (0 - C) ] 
=P'[B n (O-C)-A n(O-C») 

(. C I-----:--..-t""+!.., 
... (*) 

(By distributive property of sets) 
We know that if E cF => EnF=E. then 0 0. b X 
P(F-E).= P(Er.'I F)= P.(F)- P(EnF)= P(F)- P(ty ... (u) 

Obviously A c B => [A n ( 0 - C)] c [B n ( 0 - C)] 
Hence using (**). we get from ( .. ) 
P(a< X:S; b n c< y:s; d)= P[Bn(O'- CT1- P.[An(O'- C)] 

= P [ (B nO) - (8 n C ). ] - P [ (A nO) - (A n C ) 1 
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= P(BnD).:.. f(B.nC)- P(Anp)+ P(AnC) ... (***) 

[On using (**), since C cD=> (B n C) C: (B ("\ D) and (A n C) c (A n D) ) 
We have: 
P(BnD)= P[XS b n YS d]= F(b,d). 
Similarly 
P (B n C) = F (b ,c) ; P (A n D) = F (a , d) and P (A n C) = F ( a , c) 
Substituting in (***), we get: 
P (a<XS bn c< YS d)=F(b ,d)-F(b ,c)-F(a ,d) +F(a ,c) ... (1) 

.We are given F (x ,y) = 1, for x+ 2y ~ 1 } 
= 0, for x + 2y < 1 ... (2) 

In (1) let us take: a= 0, b=· 1/2, ; 'c= 1/4, d= 3/4 S.t. a< b and 
c < d . Then using (2) we get: 

F(b,d)= 1 ; F(b,c)= I'; F(a,d)= 1 ; F(a,c)= O. 
Substituting in (1) we get: 
P(a< XS b n c< YS d)= 1-1-1+ 0= -'1; 

which is ilot.l,ossible since P ( . ) ~ O. 
Hence F ( x , y) defined in (2) cannot be the distribution function of variates 

X and Y. \ , 
, (ii) Let us define the events: A = {X s" x} ; B = { Y S y} 

.Then P (A ) = P (X S x) = Fx (x ); P (B ) = P (Y S y) = F y (y ) } (3) 
and, P(AnB)= P(XS xnYSy)= FXY(x,y) •.. 

(AnB)cA ~ P(AnB)S P(A) => FXY(x,y)S Fx(x) 
(AnB)cB => P(AnB)s:. P(B), => Fxr(x,y)S Fy(y) 

~ultiplying these in~ualities we get.: ' 
rx,r (x,y)S Fx(x)Fr(y) => f\r(x"y)S ..JI7x(x)Fr (y) ... (4) 

Also P(AuB)S 1 => P(A).,+ P(B)- P(AnB)S 1 
=> P(A)+ P(B)- 1 S P'(Af"I B) 
=> Fx(x)+ Fr(y)-1 S Fxr(x,y) ... (5) 
From (4) and (5) we get: 
Fx(x)+ Fr(y)-.J. S Fxr(x,y) S ..JFx(x)Fr(y) , as' required. 

Example 5·30. If X and Yare two random varjables having joilll density 
function 

1 
f(x,y)= i (6-' ... - y) ; O:c:: x< 2, 2< y< 4 

= 0, otherwise 

Find (i)P(X<lf"1Y<3)~ (ii)P(X+Y<3) and(iii)P(X<11 Y< 3) 

(Mad"~ Univ. B.5c., Nov. 1986) 
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Solution. We have 

(i) P (X < I ('I Y < 3) = J~ 00 I! 00 /( x, y) -dx dy 

11.J3 l.N-' - ) dxd 3 = -\v-x-y Y =-o 2 8 8 

(ii) The probability that X +Y will be/less than 3 is 

1IJ3-xI, 5 
P(X+ Y< 3)= 0 2 'S(6-x.,-y) dxdy = 24 

(iii) The probability that X < I when it is-known that.Y < 3 is 

P ( X I I Y 3) = p ( X < I ('I Y < 3 ) 3/8 = 1 
< < p ( Y < 3 ) 5/8 5 

[ 'p ( Y < 3) = Ig I] t ( 6 - x - y ) dx dy = i ] 
Example 5·31. I/thejoint distribution/unction o/X and Y is given by: 

F(x;y)= I-e-~-e-'+ e-(H,); x> 0, y> 9 
-.. 

= 0; elsewhere 

(a) Find.,he marginal densities o/X and Y. 

(b) Are X and Y independent? 

5,61 

(c)FindP(XS I ('IYS I) andP(X+ Y~ I). (i.c.s., 1989) 

Solution. (a) & (b) The joint p.d.f. of the r.v.'s (X, Y) is given by: 

~ ( ) _ d2 F. ( x ,y ), d [ -, _ (H") ] 
}xr X ,y - dx dy 'dx e - e 

= e-(U,); x~o, y~O 

= 0; otherwise ... (i) 

We have 

/xdx,y)= e-". e-'= /x(x )/dy) ... (ii) 

Where /x(x)= e-" ; x~O ; /dy)= e-' ; y~ 0 ... (iii) 

(ii) => X and Y are independent, 

and (iii) gives the marginal p.d.f.'s of X and Y. 

(c) P(XSI ('I YSI) = Id fol/(x,y)dxdY 

~ ( M- e-" dx ) (Jd e-' dy ) 

= ( 11.. e~J r 
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P(X+Y~I)= J J f(x,y)= J Jf(x,y)dy dx Y 
1 [I-X ) 

.t+ y~ 1.... 0 0 {O,n 

I[ I-x 1 =! e- X ! e-1 dy dx 

I 

= J e- x ( 1 - e-(J "x) )dx = 1- 2 e- t 

o . 

Example 5·32. Joint distribution of X and Y is given by 

< 1 + 1)~ f(x,y)=-4xye- X y '.; x~ 0, y~ O. 

Test 'whether X and Yare independent. 

o {l,O} 

For the above joint distribution I find the conditional densit), of X given 
Y = y. (Calicut Univ. B.Sc., 1986) 

Solution. Joint p.d.f. of X and Y is 

f(x,y)= 4xY'e-<i+ h; x~ 0, y~ O. 

Marginal density of X is given by 
oa .... 

fdx)= J f(x,y)dy= J 4xy p'-<i+ h dy 
o o 

oa 

1 J 1 = 4x e- x y e-ry-dy 

o 
oa 

4 -i J -, dt = xe . e .-
o 2 

-i 1 -, 100 ·=2x·e -e 0 

1 

=> fdx)= 2x e- x ; x~O 

Similarly, the marginal p.d.f. of Y is given by 

(1(y)= j f(x,y)dx = 2y e- l ; y~ 0 
o 

(Put l= t ) 

Since f ( x ,y ) = It ( x) • /2 ( y ) , X and Y are independently distributed. 
The conditional distribution of X for given. Y is given by : 
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f(X= xl Y= y)= f(x,y) 
/z (y) 

z 
= 2t e- x ; X ~ O. 

EXERCISE 5(e) 

S·6J 

1. (a) Two fair dice are tossed sim'ultaneously. Let X denote the number on 
the ftrst die and Y denote the number on the second die. 

(i) Write down the sample space of this experiment. 
(ii) Find'the following probabilities: 

(1) P ( X + Y = 8), (2) P ( X + Y ~ 8), (3) P ( X = Y L 
(4)P(X+ Y= 61 Y= 4), (5) P(X- Y= 2). 

(Sardar Patel Univ."B.Sc., 1991) 
2. (a) Explain the concepts (i) conditional· probability, Oi) random vwiable, 

(iii) independence of random variables, and (iv) marginal and conditional prob­
ability distributions. 

(b) ~xplain the notion of the joint distribution of two random variables. If 
F(x , y) be the joint distribution function of X and Y , what will be the distribution 
functions for the marginal distribution of X and Y ? 

What is meant by the conditional distribution of Y under the condition that 
X = x? Consider separately the cases where (i) X and Y are both discrete and 
(a) X and Y are both continuous. 

3. The joint probability distribution of a pair of random variables is given by 
the following table :-

~ 1 2 

j 

1 0.1 0.1 

2 02 0.3 

3-

0.2 

0.1 

Find: 
(i) The marginal distributions. 

(ii) The conditional distribution of X given 
Y'=]. 

(iii) P { ( X + Y) < 4}. 

4. (a) What do YQU mean by marginal and conditional distributions? The 
following table represents the joi~t p.,robability distribution of the discrete random 
variable <. X , Y) 

~ 1 2 3 

. I v\l 116 0 
2 0 Ih l~ 

3 Vt.s V4 ~5 

(i) Evaluate marginal distribution of X. 
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(ii) Evaluate the conditional distribution of Y given X = 2, 
(Aligarh Univ. B.Sc., 1992) 

( b) Two discrete ral1dom variables X and Y have 

P(X= 0, Y= 0)= ~ ; P(X= 0, Y= 1)= i 
P(X= I, Y= 0)= i ; P(X= I, Y= 1)=,% 

Examine whether X and Y' are independent 
(Kerala Univ. B~c., Oct. 1987) 

5. (a) Lelthejointp.mJ. of Xl and'Xl be 

Xl +Xl 
P(Xl,Xl)= U-; XI= 1,2,3; Xl= 1,2 

= 0, otherWise 

Show that marginal p.m.r.'s of Xl and Xl are 

(b) Let 

2x1 + 3 6 + 3Xl ' pd xI) = 21"; Xl = I, 2, 3; Pl ( Xl ) == 21" ;' Xl = 1,2 

!(Xl,Xl)= C(XlXl+ eX1 ); 0< (Xl , Xl) < 1 

= 0, elsewhere 

(i) Qeterinine C. 
(U) Examine whether Xl andX2 are stochastically independent. 

4 g (Xl) = C ( ~ Xl + e'" ) , 
Ans. (i) C = --, (ii) . 

4e. - 3 g ( ':1 ) = C q Xl + e - 1 ) 

Since g (xI) . g (xz) :# !(XI ,Xl) , Xl and Xl are not stochastically inde­
pendent. 

6. Find k so that! ( X , Y ) = k X y, 1::S x::S y::S 2 will be a probability 
density function. \ (Mysore Univ. B.sc., 1986) 

Hint. II ! ( X ,y) dx dy = t ~ k 1\ r l y ely 1 dx = 1 ~ k = 8/9 
1 tx ' 

7. (a) If !(X,y)= e-(r+1 ); x~ 0, y~ 0 
= 0, .elsewhere 

is the joint probability density function of random variables X and Y, find 
(i)P(X< I), (ii)P(X> Y), and (iii)P(X+ f< 1). 

Ans. (,') 1 I (") 1 d' (''') 1 2 • --, II - an III --
e 2 e 
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( b) The joint frequency function of ( X , Y) is given to be 
f(x,y)= Ae- x -,; O~ x~ y, O~y<+oo 

= 0 ; otherwise 
(i) Detennine A. 

(ii) Find the marginal density function of X. 
(iii) Find the m<a'ginal density function of Y. 
(iv) Examine if X and Y are independent 
(v) Find the conditional density function of Y given X = 2. 

5·65 

• [Madras Univ. B.5c. (Main Stat.), 1992] 
(c) Suppose that the random variables X and Y have the joiqt p.dJ. 

f( x, ) = f k x (x - y), 0 < x < 2, - x < .v < x 
y 1 0 , elsewhere. 

(i) Evaluate the constant k . . 
(ii) Find the marginal' probability' density functions of the random " .. .iables. 

(South Gujarat Univ. B.5c., 1988) 
8. (a) Two-dimensional random variable (X , Y) have the joint density 

f(x,y.)= 8xy, 0< x< y< 1 

= 0, otherwise 

(i) Find. P (X < 112 n y.< 1/4). 
(ii) Find the marginal and conditional distributions. 
(liij Are X and Y indf,;pendcnt? Give reasons for your answer. 

. (South Gujarat Univ. B.Sc., 1992) 
fl(X}=4x(l-xz),O< T< I fl(xly)=2x/l : O<x<y,O<y<1 

A~s. = 0, otherwise 
• fz(Y) = 4l, 0< y < 1 'b(Y I x)=2y/(l-.t2); x <y < 1,0 <x < 1 
9. (a) The random variables X and Y have the joint density function: 

f(x,y)= 2, if x+ y~ I, x~ 0 and y~ 0 
= 0, otherwise 

Find the conditional distribution of Y ,given X = x . 
(Calcutta Univ. B.Sc. (Hons.), 1984) 

(b) The Iat:ldom variables X and Y have.the joint distribution given by the 
probability density function: 

f( x ) = { 6 ( 1 - x - y), for x> 0, y > 0 , x + y < 1 
, YO, elsewhere 

Find the marginal distributions oJ X and Y • Hence ex~ine if X and Y are 
independent [Calcutta Univ. B.5c. (Hons.), 1986) 

10. If the j6i'nt distribution function of X and Y is g~ven by 
F (x, y ) = ( 1 - e- X

)( 1 - e ') for x> 0, y > 0 
= 0, elsewhere 
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Find P ( 1 < X < 3, 1 < Y < '2) . [Delhi Univ. M.A.(Econ.), 1988] 

mot. Reqd. Prob. = [f e-~ <Ix-If eO, dy J= ( I - eO' X I - eO' 1 
11. Let X and Y be two random variables with the joint probability density 

function 

I ( x ) = { 8 x y ,0 < x:s;. y < 1 
, Yo, otherwIse 

Obtain: 
(i) the joint distribution function of X and Y. 

(ii) the marginal probability density function of Y; and 
(iii)p(~:S;~11< Y:S; I). 

12. Let X and Y be jointly distributed with p.d.f. 

/{x,y)=! ~(I+Xy), Ixl < I, Iyl < 1 
o ,otherwise 

Show that X and Y are not independent but X2 and y2 are independent 
1 

Hint. Idx)= J I(x,y) dy =~, -1<x<l; 
-1 

1 

fz ( Y ) = J f (x ,Y) dx = ~~, - 1 < y < 1 
-1 

Since I( x, y) -:I: Ji (x )/2 (y) ,X and Y are not independent. However, 
..fi 

P ( X2 :s; X ) = P ( I X I:S; ..JX) = J Ji (x ) dx = ..JX 
-..fi 

P ( X2:s; X ("\ y2:s; y) = P ( I X I:S; ..JX ("\ I YI:S; ,fJ) 

=.f[ [f(U'V)dv] du 
-..fi -..ry 

.= ..JX-,fJ 
= 1'. ( X2:s; x) . P ( y2:s; y) 

=> ;X2 and y2 are i,ndepen4eiit 
U .. ( a) The joint probability density. function of the two dimensional random 

.Variable (X , Y)_ is given by : 
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I( x, )={ x3 l/16 , O~x~2,O~y~2 
YO, elsewhere 

Find the marginal densities of X and Y. Also find the cumulative distribution 
functions for X and Y. (Annamaiai UDiv. B.E., 1986) 

3 3 

Ans. Ix(x)= ~ ; O~ x~ 2; Ir(y)= ~ ; O~ y~ 2 

j 0 ; x< 0 j 0 ; y < 0 
Fx(x)= x·/16; O~ x~ 2 Fr(y)= l/16; O~ y~ 2 

1 ;x>2 1 ;y>2 
(b) The joint probability ~ensity function of the two dimensional random 

variable (X , Y) is given by : ' 

18. 1< < < 2 I(x,y)= 9 xy , _x_y_ 
O , elsewhere 

(i). Find the marginal density functions of X andY, 
(;;) Find the conditional density function of Y given X = x, and conditional 

density funciton of X given Y = Y . 

• 

[Madras Univ. B.Sc. (Stat. Main), 1987] 
2 

Ans. (i) Ix(x)= J I(x,y)dy= ~X(4- xz) 1~ x~ 2 

= 0 otherwise 

fr( y ) = r I(x ,y) itt = ~ y (i - 1) ; 1 ~ Y ~ 2 
I 

2x 
IXIy(xIY) = -z-l 1 ~ x~ y 

y -
_/(x,y)_~ 

Inx(YI x) - fx(y) - 4-xz x~ y~ 2 

14. The two random variables X and Y have, for X = x an<1 Y == Y , the joint 
probability density function: 

I ( x , y ) = -+ ' for 1 ~ x < 00 and .! < y < x 
2x y x 

Derive the marginal distributions of X and Y . Further obiain the conditional 
distribution of Y for X = x and also that of X given Y = y. 

(Civil Services Main, 1986) 
x 

Hint. Ix ( x ) = J f ( x ,y )'dy = J I ( x ,y ) dy 
y lIx 
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Idy)= J I(x,y)dx 

.,. 

=J/(x,y)dx; O~y~1 
1/y 

00 

=J/(x,y)dx; l:Sy<oo .. 
X y 0 

15. Show that the conditions for the tunction 

I(x,y)= k t. •• p [AXz+ 2 Hxy+ Bl], -oo«x,y)<oo 

to be a bivariate p.dJ. are 

(i)A:SO, (ii)B:SO (iii) A B - H2 ~ O. 

Further show that under these condition~ 

k = ~ (A B - HZ JIl 
Hint. I ( x ,y) will represent the p.d.f. of a bivariate distriibution if and 

only if 

JOO Joo l(x,y)dxdy=1 
-00 -00 

~ k J .:"00 1.:"00 exp [A.? + 2 H x y + B l ] dx dy = 1 ... (.) 

We have 

A.?+ 2Hxy+ 3l= A [~+ ~ xy+ 1f] 
= A [( x+ ~ y j + AB;.H' ."j ... ( .. ) 

Similarly, we can.write 

A.t'+2HXY+B"~B[(Y+ ~xi+ AB;'H' x'] .:. ( ... ) 
Substituting from ( .. ) and ( ..... ) in (.) we observe that the double integra,lon 

the left hand side will converge if ~nd only if 

A~ 0, BS 0 and AB- HZ~ 0, 
as desired. 

- Let us take A = - a ; B = - b ; H = h so that AB - HZ = Db - hZ, where 
a>O,b>O: 
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Substituting in (*), we get 

J 00 J 00 [Ob - h'2 '2 1 '2 ] k exp - --'y - - ( - ax + hy ) dx dy = 1 
.-00 -00 0 a 

J 00 r J ob - h2 2) J 00 {I '2}] => k _ oct ex~ - -0- y . _ 00 exp -; ( ax - h>: ) dx dy 

= 1 ... (****) 

Now 

(B
J 

Fubini's theorem) 

Joo {I l} Joo (u'! du exp --( ax- hy) dx= expo -- -
-00 0 -00 0 0 

(ax- hy= u) 

Hence from (****), we get 

k - I! J 00 exp {_ ob - hl l}' dy = 1 'I"; -00 0 

k --K."~ = 1 a ab-h 

=> k= !~ob-hl = !~AB_Hl. 
1t 1t 

OBJECTIVE TYPE QUESTlQNS 

I. Which of the following statements are TRUE or FALSE. 
(i) Giv.en a continuous random variable X with probability density function 

f( x), thenf(x) cannot exceed unity. 
(ii) A random variable X has the following probability dellSity function: 

f(x)= x, 0< x< 1 
= 0, eisewhere· 

(iii) The function defme4 as 
f( x)-= 1 x I. '- 1 < x < 1 

= 0, elsewhere 
is a possible probability depsity function. 

(iv) The following representS joint probability distribution. 
X 

1 2 3 

-1 1/9 1/18 1/18 ° 1/18 2/9 3/9 
1 118 1/18 1/18 
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II. Fill in the blanks : 
(i) If Pl (x) and Pl (y) be the marginal probability functions of two inde­

pendent discrete random variablies X and Y , then their joint probability function 
p(x,y)= ..• 

(ii) The functionf( x) defined as 
f(x)=lxl, -1< x< 1 

= 0, elsewhere 
is a possible •..... 
5·'. Transformation or One~imension~" Random Variable. Let X be a 

random vanable defined on abe event space S and let g (.) be a function such that 
Y = g (X) isalsoat.v.defmedOllS. In this section we shall deal with the following 
problem : 

"Given the probability density of a r.v. X, to determine the density of a new 
r.v.Y=·g(X)." 

It can be proved in general that.. if g (.) is any continuous function, then the 
distribution of Y = g ( X) is uniquely determined by that of X . The proof of this 

\ 

result is rath~ difficult and beyond the scope of this book. Here we shall consider 
the following, relatively simple theorem. ' 

Theorem 5·9. Let X be a continuoUs r.v. withp.df.fx (x). Let y= g(x) 
be strictly monotonic (increasing or decreasing) function of x. Assume that 
g (x) is differentiable (and hence continuous)for aUx. Then the p.d/. of the r.v. 
Y is given by 

hy(y)= flC.(X) \ :; \' 

where x is expressed in terms ofy. 
Proof. Case (i). y = g (x) is strictly increasing fUliction' of x (i.e., 

dy/ dx > O. The df. of Y is given by 

Hrty)= p.(YS y)= P[g(X)S y)= P(XS g-l(y)], 

the inverse exists and i~ unique, since g (.) is strictly increasing. 

.• Hr(y)= Fx[g-l(y)], whereF isthed.f.ofX 

= Fx(x) [ .. , y=g(x) ~ g-l(Y)=XJ 

Differentiating w.r.t. y, we get 

d d ( )dx hr(y)= dy [Fx(x)]= dx Fx(x) dy 

dx 
=/x(x)-

dy 
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Case (ii). Y = g (x) is s~rictly monotonic decreasing. 

Ilr (y) = p (Y ~ Y ) = P [g (X) ~ Y ] = p [X ~ g-I (y )] 

= I-P[X~g-l(y)]= I-Fx[g-I(y)]= I-Fx(x), 

where x = g-I (Y), the inverse exists and is unique. Differentiating w.r.t~ y, we 
get 

d[ ]dx dx 
hy (y) = dx I-fx(x) dy= -/x(x)· dy 

=Ix(x). -dx 
dy ... (**) 

Note that the algebraic sign (-ive) obtained in (**) is correct, since y is a 
decreasing function of x ~ x is a decreasing functio~ of y ~ dx / dy < O. 

The results in (*) and (**) can be combined to give 

hy (y) = Ix (x) I : I 
Example 5·33. If the cumulative distribution/unctiOn of X is F (x) , find the 

cumulative distributiOn/unction of 
(i). Y == X + a, (ii) Y = X - b, (iii) Y= ax , 
(iv)Y = X 3., and (v) Y =,1 z 
What are the corresponding probability 'density functions? 

Solution. Let G (.) be the c.dJ. of Y. Then 
(;) G(x) = P ( Y~' x) = P [ X + a ~ x] = P [X ~ x - a] = F (x - a) 

(ii) G(x) = P(Y.~ x-)= P[X- b~ x]= P[X~ x+ b]= F(x+ b) 

(iii) G(x) = P [ax ~ x];= P [ X ~ ; J. a> 0 

=F(;}ifa>o 

and G(x) = P [ X ~ ;] = 1 - P [ X < ; J 
= 1- F(;J. ifa< 0 

(iv) G(x) = P[Y~ x]= P[X'~ x]= p[X~ x l13 ]= F"(Xl/3 ) 

(v) G(x) = p[xz~ x]= [_ilz~ X~ xllZ ] 

=: pJ X ~ in J - P [ X ~ - -il~Z ] 
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Variable 
x 

X- a 

aX 

X, 

,. undamentals or Mathematical Statistics 

= 0, ifx< 0 
= F(,/x)- F(- -Ix- 0), ifx> 0 

df· p.d/. 
F(x) ft.x) 

F(x+a) ft.x+ a) 

} F(z/a) a> o} (Va) /(x/a) , a> 0 

I-F(x/a) ,a< 0 (- Va) /(x/a) , a< 0 

} .F(~z)- F(- ~z-o) 1 I 

} 
2 (~x) [f Vi + /(- -Ix ) ] 

for x> 0 ( for x> 0 
. 0, otherwise 

= 0 for x~ 0 

F(x l13) .!. / (XIl3 ) • _1_ 
3 r 

EXERCISE S(f) 

1. (a) A random variable X has F (x) as its distribution function [f(x) is 
the de,!lSity function]. Find the distribution and the, density functions of the 
random variable: 

(i) Y= a+ bX ,a and b are real numbers, (ii) Y= X -I, [P (X= 0)= 0], 
(iii) Y= tan X , and (iv) Y= cos x. 

(b) Let/(X)~ { ~ • - 1< x< 1 
. 0 , elsewhere 

be the p.d.f. of the r. v. X. Fiild the distribution function and the p.d.f. of Y = X 2 • 

[ Delhi Univ. B.5c. (Matbs HODS.), 19881 
I 

Hint. F(x)= P(X.~ x)= r /(x)dx= t(x+ 1) 
-I ... (.) 

Distribution function G ( .) of Y = X 1 is given by : 

Gr (x) = F (..fX) - F (,... ..fX) .; t> 0 [c.f. Example 5·33 (v)] 

1 .r' 1 ..fX 
= '2 ("IX + 1) - '2 (- x + 1) [From (.)] 

=..fX O<x<1 
( As - 1 < x < 1, Y = X 1 lies between 0 and 1 ) 

f l, . G' 1 0 p.d.f. 0 Y = X IS g (x) = ( x ) = 2Tx; < x < 1 
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2. Let X be a continuous random variable with p.d.f.1 (x ) . Let Y = X 2. Show 
that the random variable Y has p.d.f. given by , 

g (y ) = l2"1y- [I ( ..JY) + 1 (- ..JY)], y> 0 

o , y~ 0 
3. Find the distribution aDd dehsitiy functions for (i) Y = aX + b, O::F- 0, 

b real, (ii) Y = eX, assuming that F (x) andl (x) , the distribution and the density 
of X are known . 

. G(y)= F[(y-b)/o], if 0> o} __ 1_ (L:..!!.)' 
Ans·(l)G(y)=I_F[(Y_b)/o], ifo<'O gl(Y)-loI 1 0 

(ii) G(y)= F(logy), y> o} g(y)= ~/(logy), y> 0 
=0, y~O' =0, y~O 

4. (0) The random variable X has an exponential distribution 

I(x)=e-", O<x~oo 

Find the density function of the variable (i) Y = 3X + 5, (ii) Y = X 3 • 

(b) Suppose that X has p.d.f., 
f(x)= lx, 0< x< 1 

= 0, elsewhere 
Find the p.d.f. of Y = 3X + 1. 

Ans. g ( y ) = % ( y - 1), 1 < Y < 4 

5. Let X be a random variable with p.d.f. 

I(x)= ~(x+ 1) -1 < x< 2 

= 0, elsewhere 
Find the p.d.f. of U = X 2. 

6. Let the p.d.f. of X be 
I 

I(x) = '6' - 3 ~ x~ 3 

= 0, elsewhere 
Find the p.d.f. of Y = 2X 1 - 3. 

[ Poo~a Univ. B.E., 1992] 

7. Let X be a random variable with'the distribution function: 

10, x<:O 
Fx(x)= x, os xS 1 

1, x> 1 
Determine the distribution function F y ( y) of the random variable Y = vx 

and hence compute mean Qf Y. [ Calcutta Univ. B.A.(Hoos.), 1986 ] 
5·7,. Transrormation or Two-dimensional Random Variable. In this sec­

tion we shall consider the problem o(c~ge of variables in the two-dimensional 
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case. Let the r. v.' s U and V by the transfonnation u = u (x, y ) , v = }' (x, y ), 
where u and v are continuously differentiable functions for-which Jacobian of 
transfonnation 

J= a(x,y) 
a(u,v) 

ax ~ 
au au 
ax ~ 

, a v a'v 
is either > 0 or < 0 throughout the ( x , y) plane so that the inverse transfonna,tion 
is uniquiely given by x = x ( u , v ) , y = y ( u , v ) . 

Theorem 5·10. The joint p.d/. guy ( u , v) 0/ the transformed variables U 
and V is given by 

guy ( u , v ) = /n ( x ,Yo ). I J I 
where I J I is the modulus value 0/ the Jacobian 0/ trans/ormation and / ( x ,y) is 
expressed in terms 0/ u and v. 

Proof. P ( x < X S x +. dx, y < Y S Y + dy) 
=P(u<USu+ dU,v<VSv+dv) 

~ /n (x, y) dx dy = guy (u, v) du dv 

~ guy ( u , v) du dv = /n ( x , y) I ~ ~.~ : ;~ I du dv 

~ guv (u, v ) = /n ( x , y) I ~ ~ ~ : ~ ~ I = /n (x, y) IJ I 

Theorem 5·11. I/X and Yare independent continuous r.v.' s, then the p.d/. 
0/ U = X + Y is given by 

h(u)= Loooo/x(v)/y(U-V) dv 

Proof. Let/n ( x ,Y) be the joint p.dl. of independent continuous r.v.' s X 
and Yand let us make the transformation: 

u=x+Y,v=x 

J= a(x,y) 
a·( u , v) 

x=v,y=u-v 

~ 
au_lo 11'-_1 
~ - 1 ... 1·-
av 

Thus the joint p.d.f. of r. v.' s U and V is given by 
guy ( u , v ) = /n (x ,y) I J I 

=/x(x)'/Y(Y) IJI 

(Since X an~ Y are independent) 

=/x(v)'/Y(u"- v) 
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The marginal density of U is given by 

h ( u ) = Loooo guy ( u , v) dv 

= foo fx(v)fr(u-v) dv 
-00 

Remark. The function h (.) is given a special name and is said to be the 
convolution offx (.) andfr (.) and we write 

h (.) = fx (.) * fr(·) 

Example 5·34. Let (X , Y) be a two-dimensional non-negative continuous 
r. v. having the joint density : 

{ 4 -(i+/). 0 0 f(x,y)= rye , x~ ,y~ 
o , elsewhere 

Prove that the densitiy function of U. = ~ X 2 + Y 2 is 

h(u)= { 2u,' eo-
i , OS u< 00 

, elsewhere 

Solution. Let us make the transfonnation : 

u = ~~ + l and v = x 

[Meerut Univ. M.Sc., 1986) 

~ v~o, u~O and u~v => u~O and O$v$u 

The Jacobian of-transformation J is given by 

a x i1. 
1_ a(u,v)_ au au y 
J- a(x,y) - ax £1. = -' -:"X~2=+y=2 

a v a v 

The joint p.d.f. of U and V is given by 

g (u , v) = f( x, y) I J I 

= 4x ~~+ l e-(i+ /) 

= {4vu.e- i ; u~ 0, OS V$ u 
0, othe~ 
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Hence the density function of U = "X 2 + Y 2 is 

h(u)= J; g(u,v) dv=; 4ue- i J; v.dv 

{ 

1 

_ 2u3 e- w , u ~ 0 
0, elsewhere 

Example 5·35. Let the probability density function of the random variable 
(X,Y) be 

{ a- 2 e- CU ,)/Cl • x y> 0 a> 0 
f(x y)- '" 

, - ·0 , elsewhere 

Find the distribution of ~ (X - Y). 

Solution. Let us make the transfonnation : 

U= !<x- y) and v= y 

~ x= 2u+ v and y= v 

The Jacobian of the transfonnation' is : 
ih ih 

J= dU dV = 12 11=2 
il ~ 0 1 
dU dV 

[ Nagpur Univ. D.E., 1988 ] 

Thus, the joint p.d.f. of the random variables ( U , V) is given by : 

{ 
21 e-(lIa)(w+w), -00<u<00,v>-2u.if u<O 

g(u,v)= a v>O if u~O and a>O 
o • elsewhere 

The marginal p.d.f. of U is given by 

gu(u) = 

Hence 

to 2u ;1 exp {.- (~u)( u + v)} dv 

= ! t-WCl • w<o 
U 

J; ~ exp{ - (~u)(u+ v)}dv 

1 -WCl •• :to 
=-t 

u 

-oo<u<oo 
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Example 5·36. Given the jOint density function of X and Y as 

f(x,y)= tx e-' ; 0< x< 2, y> 0 

= 0, elsewhere 

Find the distribution of X + Y. 
Solution. Let us make the transfonnation : 

u=x+yandv=y ~ y=v,x=u-v 

5·77 

The Jacobian of transfonnation J = ~ ~ x , y ~ 1 and the region'O < x < 2 
u, v . 1/ 

and y > 0 transfonns to 0 < u - v < 2 and v> 0 as shown ia the following figure. , 
tJ-

o u 

(0,.2) 

The joint density function of U and V is given by 

g (u , v) = t (u - v} e- v ; 0 < v < u, u> 0 

To find the density of U = X + Y, we split the range of U into two parts 
(i) 0 < uS 2 (region I) (ii) u>.2 (region II) (which is suggested by the 
diagram). 

For 0 < u S 2, (Region I) : 

h (u) = J; g (u, v) dv= t J; (u - v) e- v dv 

1 I I V= u = -2 -e-"(u- v)+ e- v 

v = 6 (Integration by parts) 
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For 2 < u < 00. (Region II) : 

h(u)= ~ J:- 2 (u- v) e- v dv 

I I IV= u .: - e-· ( 1 + v - u ) 
2 v= u- 2 

Hence 

{ ~( e'--+ u- 1). 0< u~ 2 

g(u)= ~ e-- (1+ i). 2< u< 00 

o . elsewhere 

(on simplification) 

.J MISCEllANEOUS EXERCISE ON CJlAPTER FIVE 

1. 4 coins are tossed. Let X be the number of heads and Y be the numt5er of 
heads minus the number of tails_ Find the probability function of X, the probability 
function of Y and P ( - 2 ~ Y < 4 ) _ 

Ans. Probability function of X is 

Values of X, x 0 1 2 3 4 

Pi (x) I 4 6 4 I 
16 16 16 16 16 

Probability function of Y is 
Values of Y, y 4 2 0 -2 -4 

P2(Y) 
I 4 6 4 I 
16 16 16 16 16 

P ( - 2 ~. Y < 4 ) = 4+ 6+ 4 7 
J6 = S-

2. A random process gives measurements X between 0 and 1 with a probability 
density function 

!(x)= 12x'- 21x2 + lOx. O~ x~ 1 

= 0, elsewhere 
(;) FindP(X~ n andP(X> i) 

(ii) Find a number k such that P (X S; k) = 1-
A "s. (;) 91\6. 7116. (ii) k = 0·452_ 
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3. Show that for the distribution 

dF = Yo [ 1 - I x ~ b I ] dx. b - a < x < b + a 

= O. otherwise, 

Yo = 1 , mean = b and variance = al /6 
a 

5·79 

4. A my of light is sent in a mndom direction towards the- x-axis from a 
station Q (0, 1) on the y-axis and the my meets the x-axis at a point P. Find the 
probability density function of the abscissa of P. 

(Calcutta Univ. B.sc.(Hons.), 1982] 
• 5. Let X be a continuous variate with p.d.f. ' 

f(x)= k(x- i') ; a< x< b, k> 0 
What are the possible values of a and b and what is k ? 

(Delhi Univ. B.Sc.(Maths Hons.), 1989) 
6. Pareto distribution with parameters r and A is given by the probability 

density function 

f(x)= rA' ~"'l' for x~A 
x 

= 0, x< A, r> 0 
Show that it has a finite nth moment if and only if n < r. Find the mean and 
variance of the di~tribution. 

7. For a continuous random variable X, defmed in the mnge ( 0 ~ x < 00), 
the probability distribution is such that 

2 

P (X ~ x).= 1 - e- 1h , where ~ > 0 

Find the median of the distribution. Also if m ,m" and cr denote the mean, mode 
and standard deviation respectively of·the distribution, prove that 

2m! - m1 = ~ and m" = 'm V ~7t 
What is the sign. 9f skewness. of the distribution ? 

8. (a) Two dice ar~ rolled, S = {( a , b) I a , b = 1, 2 .... ,61. Let X denote 
the sum of the two faces and Y the absolute value of their difference, i.e., X is 
distributed over the integers 2, 3, .... , 12 and Y over 0, 1,2, ... ,5. Assuming the 
dice are f~r, find the probabilities that (i) X = 5 h Y = 1, (ii) X = 7' n Y ~ 3, 
(iii)X= Y, and (iv)X+ Y= 4nX- Y= 2.' 

Ans. (i) I,t, (it) ft9, (iii) 0 and (iv) Ifts. 
9. The joint Probability density function of the two-dimensional variable 

(X, y) is ofq,e form 
f ( x , y ) = k e -c .... ,) , 0 ~ y < x < <Xl 

= 0, elsewhere 
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(i) Determine the constant k. (ii) Find the conditional probability den;;ity 
function Ji (x I y) and (iii) Compute P ( Y ~ 3). 

[ Sardar Patel Univ. B.Se., 1986 ] 
," (iv) Find the marginal frequency functionfl (x) of x. 

(v) Find the marginal frequency function/2 (y ) of Y. 
(vi) Examine if X. Y are independent. 

(vii) Find the conditional frequency function of Y given X = 2 . 
Ans. (i) k = 1, (ii) Ji (x I y ) -= £ ... (iii) e- 3 • 

10. Let l(!)pllt(l- py_1It e-",').! 
f(x,y)= y. . 

. ; x = 0, 1,2, ... ; Y = 0, 1,2, .•. ; with .y ~ x 
0, elsewhere 

Find the marginal density function of X and the marginal density function of Y. 
Also detennine whether the random variables X and Y are independent. 

[I.sl., 1987] 
11. Consider the following function: 

lil.!.. -f(xly)= x! .x-0.l.2 •... 

0, otherwise 
(i) Show thatf( x I y) is the conditional probability function of X given Y; 

y~ O. 
(ii) If the marginal p.d.f. of Y is 

fr(y)=.{Ae- h , x> O. 
o x~ 0, A> 0 

what is the joint p.d.f. of X and Y 1 
(iii) Obtain the marginal probability function of X. 

[Delhi Univ. MA.(Econ.), 1989) 
12. The probability density function Of (XI, X2) ~s gtven as 

{e e -8\lII-II2.1'l if XI,X2>O 
f(Xi ,old;::: 01 2e L'_ • 

ot,/.t;rwlSe. 

Find the densny fUI;CtiOIl of (YI ,Y2) where 

Yl = 214 + 1, V2 = 3Xl + X2 almost tvcrywtiere. 
X2 

[Punjab Univ • .MA.(Econ~), "1992] 
13. (a) Let Xl, X { 'be a random sample of size 2 from a distribution with 

probability density'ftmction, 

f(x)= e- IIt , O<x<oo 
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= 0, elsewhere 

Show 

YI = Xl + X~ and" Yz= XI: 
, , " I • XI + X'1. 
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are independent. [Sardar Patel Univ. B.sc., Sept. 1986] 
(b) XI" X2 , X, denote random sample of si7e 3 drawn from the distribution: 

t(x)= e- x , O<x<oo 

= 0, elsewhere' 

Show that 

Y- ~ y- ~+L ~ ~=~+L+~ 
J; -' XI + Xz" '1. - XI + X2 + X, 

are mutually independeQt.. . 
14. it the probability density function of the random varaibles X and Y.I X is 

given by • - - - I 

f( x)- e ,x_, {
, -x > 0 

. - 0" , elst:W/J.ere 

l~ > 
and Inx (:)' I x) ==. y! ' ' ~ y - 0 

o ,elsewhere' 

respectively, find the probability density function of the random variable Y. 
[Jiwaji Univ. M.Sc., 1987] 

15. (a) The random variable X ahd Y have a joint p.d'J.t (x ,y) give!! by 

t(x,y)=g(x+y), x>O,y>O 

= 9, otherwise. 

Obtain the distribution. function /1(:) of Z = X + Y and hence show that its 
p.d.f. is 

h ( ~ ) = : g(z) , 
=0 

z> 0 
z~ O. 

( b) The joint density function of two random variables is" given by 

t(x,y)= e-(>r+ 1 ) ; x.> 0, y> O. Show that the p.dlf. of 

U X + '1', ( ) 4 - 2 • . = -- IS g U = ue , 2 
[Calicot U~iv. B.Sc., 1986L 

16. The time,~ taken by a garage to repair a car is a continuou~,random , 
variable witJ:!-probability density fu~ction . 
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/I(x)= {~X(2- X), O~ x~ 2 
o , elsewhere 

1f, on leaving his car, a motori.st goes to .keep an engagement1lasting for a time 
- Y, where Y is a continuous random variable, independent of X, with probability 

function 

b(y')= {~y; O~ y~ 2 
...... O. elsewhere ; 

<deterinine the probability that the car will not be ~~y Qn his return. 
[Calcutta Univ. B.A.(Hons.), 1988] 

17. If X and Y are two independent random variablts such that : ' 

',[(x')= e- x ,x:~ 0 and g(y)= 3e- 3, ,y~ 0; 
1 

find the probabiIi~ distribution of Z = Xif. 
. . . [Maduraj 'lni". B;Sc." Qct. 1987) 

18.- The random variables X and Y are independent and their probability 
density functions are. respectively-given by • 

[(x)= 1. . ~I' I'xl< r and g(y)= ye-/12 , y> O. 
:It 1~~ 

Find the joint probability density ofZ and W. ,where Z = X Y and IW = X . 
Deduce the probability density of Z.. [Calcutta Univ. B.Sc.(Hons.), 1985] 




